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PREFACE

This publication of Department of Physics, Faculty of Sciences, University of
Novi Sad contains the Contribution Papers and the abstracts of Invited Lectures
(General/Topical and Progress Reports) to be presented at the 26™ Summer
School and Symposium on the Physics of lonized Gases — SPIG 2012. The
symposium shall be held in Zrenjanin, Serbia, from August 27" — 31%, 2012. It
is organized by Department of Physics, Faculty of Sciences, University of Novi
Sad under the auspices and with support of Provincial Secretariat for Science
and Technological development, Autonomous Province of Vojvodina, Ministry

of Education and Science, Republic of Serbia, Institute Frangais Serbia and with
sponsorship of European Physical Society (EPS).

The Invited Lectures and Contributed Papers are related to the following
research fields: (i) Atomic Collision Processes (Electron and Photon
Interactions with Atomic Particles, Heavy Particles Collisions, Swarms and
Transport Phenomena); (ii) Particle and Laser Beam Interactions with Solids
(Atomic Collisions in Solids, Sputtering and Deposition, Laser and Plasma
Interaction with Surfaces); (iii) Low Temperature Plasmas (Plasma
Spectroscopy and Other Diagnostics Methods, Gas Discharges, Plasma
Applications and Devices); (iv) General Plasmas (Fusion Plasmas,
Astrophysical Plasmas and Collective Phenomena). These four disciplines have
strong interaction in numerous applications, however, due to the development of
specialized international conferences, it has become increasingly rare that such a
wide range of topics are covered at a single conference. Except the abstracts of
invited lectures this book includes 78 contributed papers from which one can
have impression about state-of-art of investigations in these four research fields.

The Editors would like to thank to the members of the Scientific and
Advisory Committees of SPIG 2012 for their efforts in proposing the invited
lectures and review of the contributed papers. Especially we acknowledge the
support of all of the members of the Organizing Committee for a huge work in
organization of the Conference.

Editors
Milorad M. Kuraica and Zoran Mijatovi¢
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General Lecture

EXPERIMENTAL STUDIES ON H,D,," COLLI-
SION SYSTEMS n+m <5

Dieter Gerlich

Institute of Physics, University of Technology, 09107 Chemnitz, Germany,
Charles University, Faculty of Mathematics and Physics 121 16 Prague

Abstract: The hydrogen atom, the diatomic molecules H,", H,, and the simplest
polyatomic molecule H;" play a central role in fundamental atomic and molecu-
lar science. In addition, detailed information on low temperature hydrogen and
deuterium ion chemistry is of basic importance for tracing chemical and physi-
cal processes occurring in the early universe and in dense interstellar clouds.
This contribution summarizes a variety of related activities emphasizing on
past, present and future experimental work.

As discussed recently [1], the chemistry of H,,D," systems is complicated by the
fact that H and D atoms are fermions and bosons, respectively. Exchange sym-
metry in such polyatomic molecules or collision systems leads to rather strin-
gent restrictions. A basic example is the ortho to para conversion in H" + H,
collisions (see Honvault et al. [2], note the Erratum). State of the art theories
and a detailed comparisons between theory and experiment for D" + H, and H"
+ D, have been published recently [3], [4].

Present experimental activities include H;" formation at very low temperatures

via radiative and ternary association in H" + H, collisions [5], electron transfer
in H" + D collisions, deuteration in H;" + D, and the anionic system H + H.

Acknowledgements: I thank all my coworkers in Freiburg, Chemnitz and Pra-
gue. I am grateful for the hospitality of various groups, especially to S.
Schlemmer, J. Roithova, and J. Glosik.
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General Lecture

TRANSPORT AND COLLISION PHENOMENA
INVOLVING ANTIPARTICLES AND
ANTIHYDROGEN

M. Charlton

Physics Department, College of Science, Swansea University,
Swansea SA2 8PP, United Kingdom

Abstract. It is now relatively routine to form beams of positrons and
antiprotons and to use them to produce trapped samples of both species for a
variety of purposes. Positrons can be captured efficiently and in sufficient
quantities to form dense, single component plasmas useful for antihydrogen
formation, trapping and experimentation. The antihydrogen studies use
antiprotons ejected from the Antiproton Decelerator at CERN, which are then
manipulated by cloud compression and and evaporative cooling to form
tailored plasmas.

We will review recent advances that have led to antihydrogen atoms
confined in a shallow magnetic minimum neutral atom trap for upwards of
1,000. We will place this in the context of antiparticle transport and collisions,
often in the presence of strong electric and magnetic fields, which are integral
features of the underlying physics.

The behaviour of positron clouds in the single-particle regime is also
important, as devices operating in this regime can, for example, be used to form
narrow energy-width beams for a rich variety of collision studies. We will
describe how an understanding of positron transport physics is crucial for low
energy beam formation, and to elucidate the behaviour of clouds and plasmas in
trapping and accumulation devices. Work towards this aim is timely and may
lead to an improved understanding of the underlying collision processes and
enhanced instrumental capabilities and performance.
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General Lecture

PLASMA-WALL INTERACTIONS IN
CESIATED H™ ION SOURCES

Martin P. Stockli

Spallation Neutron Source, Oak Ridge National Laboratory,
Oak Ridge, TN37830, USA

Abstract. The research and development to produce more intense H™ ion beams
is driven by the desire to increase the power of high-power proton accelerators as
well as to efficiently heat fusion plasmas with neutral beams. For example the
Spallation Neutron Source is currently operating with a 1 MW proton beam to
produce intense pulses of moderated neutrons for many different neutron
scattering experiments. Significantly increasing the number of neutrons requires
the reliable production of H beams with significantly more than 40 mA at a 6%
duty factor and a normalized rms emittance not exceeding 0.3 TTmm-mrad.

The historic breakthrough in producing intense H” beams occurred in 1970 when
Cesium was introduced into the hydrogen plasma. Its success triggered a large
amount of research and development to understand and/or enhance the
production of H'. In essence, Cesium has a low work function which enhances
the capture of an extra electron when an atom leaves a surface. This
enhancement seems to favor a fractional monolayer of Cs on certain metal
substrates, such as Molybdenum.

As lowering the work function enhances the production of negative ions, it also
enhances the emission of electrons, especially from the charged surfaces of
negative ion sources and associated negative focusing electrodes. When such
emissions grow out of control, the voltages break down and the system becomes
inoperable. More reliable are Cesium-free H™ sources that compromise some of
the H' yield.

The SNS H™ source is capable of delivering persistent H™ beams for up to 6 weeks
after releasing an initial dose of a few mg of Cs, which is over three orders of
magnitude less than the consumption of other cesiated H™ sources. The lecture
will discuss the evidence that suggests that this is due to a persistent fractional
monolayer of Cs, which resists sputtering and thermal emission when properly
operated.
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Topical Lecture

PHOTOIONIZATION OF ATOMIC AND
MOLECULAR POSITIVELY CHARGED IONS

Jean-Marc Bizau

Institut des Sciences Moléculaires d'Orsay, CNRS, Bdt. 350, Université Paris-
Sud, 91405 Orsay cedex, France

Photoionization (PI) of ionic species is a key process for the modeling
of many plasmas, including laser produced plasmas, planetary ionospheres and
astrophysical plasmas. The knowledge of PI cross sections is required over
extended ionic charge stages and photon energies, both parameters of increasing
magnitude with increasing plasma temperature. Until a recent past, few
experiments were performed on PI processes, facing the difficulty to combine a
high density ionic target with a high flux of X ray radiation. Most of the data on
these processes are known mainly from models using more or less sophisticated
approximations for the description of electron correlation effects [1-3]. Only
with the advent of high photon flux available at synchrotron radiation facilities
the experiments have developed. First, merged beams set ups have been used,
allowing the determination in absolute values of PI cross sections for ions with
charge stages up to 10 [4,5]. One difficulty of this technique consists in an ionic
target often composed of a mixture of ions in the ground and metastable states.
During the last three years, a new approach is in rapid expansion: the use of ion
traps. It has allowed the measurements of PI cross sections on relaxed ions [6],
on more highly charged ions [7] and large molecular ions and clusters [8,9]. We
will present at the conference recent results we have obtained at SOLEIL, the
French synchrotron radiation facility, on the PI of atomic and small molecular
positively charged ions, using both a merged beams set up and an ion trap.
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Topical Lecture

VIBRATIONALLY INELAS TIC COLLISIONS OF
SLOW ELECTRONS WITH MOLECULES

Roman Curik”, Petr Cérsky*, Michael AllanJr

*J. Heyrovsky Institute of Physical Chemistry of the ASCR, v.v.i., Dolejskova 3,
18223 Prague

" Department of Chemistry, University of Fribourg, CH-1700 Fribourg,
Switzerland

Some of lighter hydrocarbons are known as sources of carbon atoms during
chemical vapour decomposition reactions. For example, cyclopropane was
detected in cooler edges of the fusion plasmas. The interaction of these
molecules with free electrons is important for initiating variety of processes.
Recent developments in DMR method [1] now allows to calculate

electron-impact vibrational excitation of larger molecular targets aiming in near
future for molecules deposited on surfaces. As a side benefit the model also
allows fairly accurate computations of vibrational excitation of polyatomic
molecules. Our present study concerns cyclopropane molecule for which the
most marked feature observed by experiments [2] was assumed to be the
excitation of v; vibration, the C-C ring stretching. Our computational results
indicate that the experimental data are a result of 3 overlapping modes, namely
the C-C ring stretch v; an HCH twisting modes v;3 and v4 as shown in Fig. 1.
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Figure 1. Left panel: differential cross section for vibrational excitation of
three different modes of cyclopropane as a function of collision energy.
Right panel: the sum of all three contributions with assumed experimental
half-width of 16 meV.
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Topical Lecture

SINGLE PHOTON DOUBLE K-SHELL
IONIZATION OF SMALL MOLECULES

F. Penent', P. Lablanquie ! J. Palaudoux', L. Andric', P. Selles', S. Carniato’,
M. Zitnik?, T.P. Grozdanov >, E. Shigemasa4, K. Soejima’, Y. Hikosaka >, I. H.
Suzuki®, M. Nakano® and K. Ito®

1 LCP-MR, CNRS & Université P. VI, 11 rue P. et M. Curie, 75231 Paris Cedex 05, France
2 Jozef Stefan Institute, P. O. Box 3000, SI-1001 Ljubljana
3 Institute of Physics, University of Belgrade, Pregrevicall8, 11080 Belgrade, Serbia
4 UVSOR Facility, Institute for Molecular Science, Okazaki 444-8585, Japan
5 Department of Environmental Science, Niigata University, Niigata 950-2181, Japan
6 Photon Factory, Institute of Materials Structure Science, Oho, Tsukuba 305-0801, Japan

Although the interest of molecular double core hole states (DCHs) for
ESCA (Electron Spectroscopy for Chemical Analysis) was pointed out 25 years
ago [1], their observation has been possible only very recently, thanks to the
development of two different approaches: multi-photon core ionization using
XFEL sources [2] or single photon double core ionization using synchrotron
sources [3,4]. We have demonstrated that the latter method provides detailed
information on the spectroscopy and decay dynamics of DCHs, even if the
associated double photoionization cross section is extremely weak. We have
observed single-site DCHs, (ss-DCHs: K?) where the two core holes are created
on the same atom of the molecule [3], and also two-site DCHs, (ts-DCHs: K™'K
", where the two core holes are on different atoms [4].

The experiments were performed at Photon Factory (Japan) and at

SOLEIL (France) using a magnetic bottle time-of-flight spectrometer. We have
studied simple molecules: N,, O,, CO, CO, and C,H,, (n=1, 2, 3).
By detecting in coincidence two photoelectrons with one or two Auger electrons,
we have characterized ss-DCHs and ts-DCHs: their binding energies, their
respective Auger decay paths and their relative intensity with respect to K
single ionization. Single photon double ionization leading to ss-DCHs represents
a ~107 fraction of single K-shell ionization, this figure drops to ~10™ for ts-
DCHs formation. A simple collisional knock out model, where an initially
ionized K-shell electron hits and ejects a second K-shell electron from the
neighboring C atom accounts for this ratio.

These results raise important questions for the theoretical description of
the formation, spectroscopy and decay mechanisms of these highly excited
species. We will present at the conference our most recent results on photon
double K-shell ionization.
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CITIUS AND LDM@FERMI: VUV LIGHT
SOURCES FOR ULTRAFAST SPECTROSCOPY
ON ATOMS AND MOLECULES

Marcello Coreno '

! CNR-IMIP. Area della Ricerca di Roma, 00016 Monterotondo Scalo (RM),
ITALY
2 Sincrotrone Trieste, in Basovizza AREA Science Park, 34149 Trieste, ITALY
E-mail: marcello.coreno@elettra.trieste.it

Spectroscopic investigations on the electronic structure of matter profit
from continuous advances in laser and synchrotron radiation instrumentation. At
the Elettra synchrotron radiation laboratory (Trieste, I) two novel facilities for
atomic, molecular and cluster studies with ultrafast VUV photon pulses are
currently under commissioning in the framework of the FERMI@Elettra Free
Electron Laser (FEL) project: the Low Density Matter beamline at FERMI and
CITIUS, a state of the art fs-VUV source, based on laser High Harmonic
Generation on rare gases.

The Low Density Matter beamline (LDM) has been recently installed at
the FERMI FEL [1]. The current status of activity and results of preparatory
experiments will be outlined.

CITIUS, the Interregional Center of Photonic Technologies for Ultrafast
Spectroscopy, is an Italo-Slovenian initiative funded within the FP7 Cross
Border Cooperation Program to establish a laboratory for ultrafast spectroscopy
and femtochemistry experiments at the Ajdovscina campus of Nova Gorica
University. The CITIUS VUV light source is based on laser HHG in rare gases
and it has been assembled at Elettra, where it is also being characterized [2].
After the commissioning phase it will be moved to Nova Gorica University,
where a scientific program in the field of femtochemistry will be carried out in
close collaboration with the LDM beam line at FERMI.

REFERENCES

[1] http://www.elettra.trieste.it/lightsources/fermi/fermi-
beamlines/ldm/ldmhome-page.html
[2] http://www.elettra.trieste.it/lightsources/labs-and-services/citius/citius.html

11



26th Summer School and International Symposium on the Physics of Ionized Gases

Progress Report

DIFFERENTIAL CROSS SECTIONS AT 0 ° AND
180° FOR ELECTRON IMPACT EXCITATION OF
H, AND CO

M. M. Risti¢', G. B. Popari¢® and D. S. Beli¢’

'Faculty of Physical Chemistry, University of Belgrade, P.O. Box 137, 11000
Belgrade, Serbia
Faculty of Physics, University of Belgrade, P.O. Box 44, 11000 Belgrade,
Serbia

Low energy electron impact excitation of the H, and CO molecules has
been investigated by use of a crossed beam double trochoidal electron
spectrometer in the pulsed mode of operation by the time-of-flight detection of
scattered electrons [1], [2]. The forward and backward scattered electrons from
the %," shape resonance in the v=0— 1 vibrational excitation channel of the H,
molecule have been analyzed. Impact electron energies were 1, 1.5, 2.5 and 5
eV. The same type of experiment has been performed for analyzing electrons in
resonant excitation of v’=0 vibrational level of the «°II valence state of CO,
with impact electron energies of 6.5, 7, 8,9 and 9.7 eV.

In the both cases, the appropriate normalization procedure has been
applied in order to obtain the absolute differential cross section values at 0 and
180°. Comparisons with available experimental measurements [2]-[6] and
theoretical predictions [7], [8] have been made.
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MEASUREMENTS OF DIFFERENTIAL CROSS
SECTIONS FOR ELASTIC ELECTRON
SCATTERING AND ELECT RONIC EXCITATION
OF SILVER AND LEAD ATOMS

S. D. Tosi¢

Laboratory for Atomic Collision Processes, Institute of Physics,
University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia

The results of experimental research on elastic and inelastic medium
electron scattering from lead and silver atoms are presented. Generally, electron
interaction with metal atom vapours is providing fundamental information on
structure and collisional dynamics of atomic system, as well as information on
basic interaction between particles in scattering process. The main observable in
these processes is differential cross section (DCS). While giving the probability
of specific interaction at certain electron energy and scattering angle, the
measured DCS data set provide more rigorous test for different theoretical
models.

This paper presents absolute differential cross sections (DCSs) for both
elastic and inelastic electron scattering by lead and silver atoms in the energy
range from 10 to 100 eV. The DCSs were measured as a function of scattering
angle. Scattering angles are from 1° to 150° for the excitations of the unresolved
4d105p 2P1/2, 32 silver line and 6p7s 3PO,I lead line, while for the elastic scattering
they span from 10 ° to 150°. The measurements utilize crossed beam technique
with effusive atomic beam being perpendicularly crossed by electron beam.
Monoenergetic electron beam is obtained by means of hemispherical selector
and it is focused by cylindrical electrostatic lenses while effusive atomic beam
was formed by heating of Knudsen type oven. Absolute values for the resonance
states are obtained by normalization of relative differential cross sections to the
optical oscillator strengths, while the absolute values for the elastic scattering are
obtained from the intensity ratios at particular scattering angles. The
experimental results have been compared with the corresponding calculations.
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DISSOCIATIVE ELECTRON ATTACHMENT TO
SMALL MODEL MOLECULES

Dusan Kubala, Olivier May and Michael Allan

Address: Department of Chemistry, Chemin du musée 9, 1700 Fribourg,
Switzerland

Interaction of electrons with molecules gives rise to many interesting
physical and chemical processes. One of the most efficient interaction channels
for electrons with very low energy (<20 eV) is attachment to molecule, that may
lead to dissociation of the molecule (DAE) and formation of new chemical
species. Despite the rapid development of computational hardware and
improvement of computational techniques, there does not exist reliable
theoretical approach to description of DAE and its dynamics. This motivated us
to start a series of experimental studies dedicated to basic model molecules (for
they simplicity) that could help theorist to shed new light into this problematic.
Our molecules of interest were HCN and HCOOH and all their deuterated
isotopologues. Both molecules were observed in outer space and DEA to them
could play role in chemistry governing synthesis of more complex molecules in
the interstellar media and atmosphere of extra-terrestrial bodies [1, 2].

DEA cross sections for production of formate anions and cyanide
anions have been measured (Fig. 1) under the resolution of approximately 60
meV by standard trochoidal electron monochromator/quadrupole mass
spectrometer instrument and subsequently normalized to absolute values from
recently constructed time-of-flight/TEM instrument [3]. The measured spectra
were compared to the theoretical prediction of multidimensional model of
Rescigno and Orel [4, 5] and non-local quasi one-dimensional R-matrix model
of Gallup et al. [6] Some more general patterns have been found comparing the
recent spectra with vibrational and DEA spectra of acetylene and several
halogen halides, measured by May, Fedor and Allan. [7]
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Figure 1. Left — cross section for production of formate anions via DEA to the
three isotopologues of formic acid; right circles — cross section for production of
CN’ via DEA to HCN and DCN; right solid lines — cross sections for production
of HCN in vibrationally excited states. [8]
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CHARGE EXCHANGE IN FAST

Li3* — He COLLISIONS

I. Manc¢ev and N. Milojevié

Department of Physics, Faculty of Science and Mathematics,
University of Nis, 18000 Nis, Serbia

Abstract. Total cross sections are computed for single electron capture
from the ground state of He by fast Li3* ions using the four-body corrected
first Born (CB1-4B) approximation. The effect of the dynamic electron cor-
relation is explicitly taken into account through the complete perturbation
potential. Detailed comparisons with the available experimental data are
carried out, with the purpose of assessing validity of the CB1-4B method
for prediction of total cross sections.

1. INTRODUCTION

In recent years much effort has been concentrated on the four-
body theories which involve non-relativistic fast ion-atom collisions with two
actively participating electrons. Various quantum-mechanical four-body
methods have been proposed to study one- and two-electron transitions in
scattering of completely stripped projectiles on helium-like atomic systems
or in collisions between two hydrogen-like atoms or ions (see for example
[1, 2] and references quoted therein).

The four-body boundary corrected first Born approximation (CB1-
4B) approximation for single electron capture has been formulated and im-
plemented by Mancev and Milojevi¢ [3]. The CB1-4B theory is formulated
beyond the usual independent-particle model and obeys the asymptotic con-
vergence criteria [4] for Coulomb potentials. In general, the boundary con-
dition problem means adequate solutions of the asymptotic convergence
problem [4] by requiring not only the correct asymptotic behaviors of all
the scattering wave functions, but also their proper connections with the
corresponding perturbation interactions.

Atomic units will be used throughout unless otherwise stated.
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2. THEORY

The prior and post forms of the transition amplitude in the CB1-4B
approximation can be respectively written by [3]:

T = [ [ [ dirazaafion(s)on@) Ve R )+ V(R )

X i(Z1,T)e R TE (y Ry 5. R)i€,

T5 = [ [ [ didzafion 56 @) Ve (Rosa) + Ve(Ra1) + Viend
X@i(Z1,&2) exp(—i& - R — i - 71)(vR + - R)€,
where

VP(R,Si):ZP(l/R—l/Si), (221,2),

VT(R,Z‘l) = (ZT — 1)(1/R - 1/1‘1), VCO” = 1/7'12 - 1/JE1,

with Z is the charge of the Kth nucleus K = P, T, and £ = (Zp—Z7r+1) /v,
v is velocity of the projectile. The position vectors of the first and second
electrons (e; and ep) relative to the nuclear charge of the projectile Zp
(target Zr) are denoted by §; and 3, (£1 and &3). Further, R is the position
vector of Zp with respect to Zp. The vector of the distance between the
two active electrons (e; and e) is labelled by 73 = & — Z» = §; — §». The
momentum transfer @ is defined by & = 7 — o, 7, o, = v/2 — AE /v, with
AE = E; — E;. The transverse component of the change in the relative
linear momentum of a heavy particle is denoted by 1 = (1 cos ¢,),nsin ¢, 0),
(-7 =0).

The function ¢;(Z;,Z2) denotes the two-electron bound state wave
function of the helium atomic system, and in the present article we have
used two-parameters Silverman et al [6] wave function:

(Pi(fl,f2) — N[d——azl-—bzz + 6—am2—bz1]’

where a = 2.832, b = 1.1885 and N is the normalization constant. The
functions ¢p(51) and @7(2) represent bound state wave functions of the
hydrogen-like atomic systems Li** and Het, respectively.

In the CB1-4B model, the proper connection between the long-range
Coulomb distortion effects and the accompanying perturbation potentials is
established according to the well-established principles of scattering theory
[4]. Imposing the proper Coulomb boundary conditions in the entrance and
exit channels is of crucial importance particularly for ion-atom collisions [2].
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3. RESULTS AND DISCUSSIONS

The theoretical results for formation of the Li>* ion in the Li*+ — He
collisions at energies 100-5000 keV/amu are plotted in Fig. 1. As can be
seen that both prior and post cross sections are very close. Qur total cross
sections are compared with the experimental data [7, 8, 9, 10] and very good
agreement is found especially at higher impact energies. It should be noted
that post versions contains the term 1/r12, which explicitly accounts for the
dynamical correlations. The contribution from electron-electron interaction
during the collision in the Li®** — He scattering has been assessed for the first
time by means of four-body continuum distorted wave (CDW-4B) theory

[5].

Q(cm?)

F, ) ) ) . L ) ) ) p!
100 300 1000 5000
E(keV/amu)

Figure 1. The total cross sections (in ¢n?) as a function of the laboratory
incident energy E(keV/amu) for the reaction: Li** 4 He — Li*™ + Het.
The full line represents the post total cross sections of the CB1-4B method
(present results), whereas dashed line relates to the prior form of the CB1-
4B method (present results). Both curves are obtained with the complete
perturbation potential and correspond to the capture in ground state while
the contribution from the exited states is accounted by factor 1.202 which
additionally multiplies the total cross sections. Experimental data: @ Shah
and Gilbody [8]; ¢ Woitke et al [7]; o Sant’Anna et al [9]; N Dmitriev et al
[10].
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Abstract. We present a modified statistical treatment of the complex-
forming reaction CH* + H — C* + Hj in order to account for some recent
intriguing experimental results. The study of rotationally adiabatic states
indicates which rotational states of CH" are likely to lead to linear configu-
rations and therefore become non reactive. By excluding the contribution of
these states from the total thermal reaction coefficient a better agreement
with experiment is obtained.

1. INTRODUCTION
As discussed in a recent experimental paper [1], the reaction
CH" +H — C* + H, (1)

is of considerable interest in astrophysical applications, but also represents
a challenge for a theoretical interpretation. Since there exists a deep well in
the potential energy surface (PES) of the CHJ , it would be expected that at
low collision energies the reaction proceeds via the formation of a long-lived
complex. And, in that case, the application of statistical models should
give a reasonable prediction of the reaction rate coefficient. Indeed, one
such model, the phase space theory (PST) has been applied [2] and the re-
sulting rate coefficient at low temperatures approaches a constant Langevin
value of k=1.98 1072 cm?® s7! (see also the full line in Fig.1). However,
experiment (see the symbols in Fig.1) predicts a very strong decrease of the
rate coefficient in the low temperature regimne. Neither quasiclassical trajec-
tory calculations [2, 3] nor quantum mechanical methods [3, 4] using a full
PES provide a satisfactory explanation of the experimental results. In the
present contribution we explore the possibility of modifying the statistical
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model in order to understand and account for the decrease of reactivity at
low temperatures.

2.THEORETICAL METHODS AND RESULTS

It can be reasonably conjectured that the reduction of the reac-
tivity is linked to the existence of potential barriers in the (near)collinear
configurations: C-H-H and H-C-H, which are the consequences of conical
intersections [3, 4] and which represent barriers for complex formation. In
this work, we have investigated the angular dependence of the rotation-
ally adiabatic states appearing in the adiabatic capture centrifugal sudden
approximation (ACCSA) method [5]. These are the eigenfunctions of the
rotational Hamiltonian (in atomic units):

|J =72 o 2aDcost aD?(3cos?6 + 1)

2uR? ~ 2RA RS 2RE )

H, = Bj* +

where B is the rotational constant, j is the rotational angular momentum
and D is the electric dipole moment of the CH™ ion, J is the total angular
momentum, p is the reduced mass of the reactants, « is the polarization of
the H atom, R is the distance between the H and C.M. of CH* and 6 is the
angle between the CH* bond and R. The largest alignment (concentration
of location probability towards =0 with decreasing R) was found for the
adiabatic state labelled with (7,€2) = (0,0) and to a somewhat lesser degree
for the (1,1) and (1,0) states (2 is the modulus of the projection of 7 and
J onto the R-axis).

We have performed a series of calculations of the thermal rate co-
efficient for reaction (1), by employing standard statistical theory [6, 7] and
using only corresponding —a/2R* polarization interactions in both, reac-
tant and product arrangements. The full line in Fig.1 represents results
obtained by retaining all the (j,9Q) states of CHt. The dotted line was
obtained by excluding the contribution of the (0,0) state, which is assumed
to be non-reactive due to alignment. However, an additional condition on
collision energy E. < 2B has been imposed in order to preserve adiabatic-
ity, that is to prevent mixing of the (0,0) state with j = 1 states. The
dashed line was obtained by assuming that (0,0) state and (1,1) states are
non reactive. The respective additional energy conditions: E. < 6B for the
(0,0) state and E. < 4B for (1,1) states prevent the mixing with 7 = 2
states, but allow the mixing of (0,0) state and j = 1 states. The dot-dashed
line corresponds to the additional assumption that (1,0) state is also non
reactive under the same conditions on collision energy.

What can be concluded from results presented in Fig.1?7 In order
to explain the experimental results it seems that the non reactivity of both
j =0 and j = 1 states has to be explained. The problem of alignment
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i CH™+H --> C"+H,
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Figure 1. Thermal rate coefficient as a function of temperature. Symbols
are experimental results: circles [1] and squares [8]. Lines are the results
of the standard statistical theory [6, 7] using only corresponding ~—o/2R*
polarization interactions in both, reactant and product arrangements: full
line includes all (7, ) states of CH™, dotted line excludes contribution of the
(0,0) state for collision energies E. < 2B, dashed line excludes contributions
of (0,0) state for E. < 6B and (1,1) states for E. < 4B and dash-dotted line
excludes contributions of (0,0) state for E. < 6B and (1,1) and (1,0) states
for E. < 4B.

of these states needs a more sophisticated study as well as account of the
detailed form of the PES close to linearity.

We note that we have also been able to compare our results with
experiment for rate coefficients corresponding to experimental situations in
which the temperature of the CH™ ions in the ion trap is different from the
temperature of the effusive beam of H atoms [1]. Results will be presented
at the conference.
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Abstract. Rate coefficients for electron impact excitation of the CO molecule
have been calculated in non-equilibrium conditions, in a presence of electric and
magnetic fields. Within the framework of this work, rate coefficients have been
determined for the following processes: rotational excitation, vibrational
excitation, electronic excitation into various singlet and triplet states and
particularly for ionization. The reduced electric field (E/N) has been ranged
from 0 to 1000 Td, while reduced magnetic field (B/N) has been ranged from 0
to 3000 Hx. The mean electron energy has been varied from 0 up to 18 eV.
Electron energy distribution functions which were needed for determination of
the rate coefficients had been obtained by employing an exact Monte Carlo
simulation developed in our laboratory.

1. INTRODUCTION

Experimental and theoretical studies of electron transport in the
presence of various configurations of dc electric and magnetic fields have
numerous practical applications, e.g. in inductively coupled plasma [1-2],
magnetically confined gas lasers, plasma processing technology and others [3].

Electron impact excitations of the vibrational levels, excitations of
valence and Rydberg states in crossed electric and magnetic fields are
investigated. The non-equilibrium rate coefficients have been obtained by
sampling the electron energy distribution functions (EEDF) in exact Monte
Carlo simulation of electron transport. Differential and integral cross sections
for electron impact excitation were measured and estimated in our laboratory.
For further calculation of transport data Monte Carlo simulation was used. We
have obtained a complete set of rate coefficients for electron impact excitation
of the CO gas in E x B fields, for wide ranges of reduced electric (E/N) and
magnetic (B/N) fields, where N is the gas number density.
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2. MONTE CARLO SIMULATION

The object of simulation is evolution of electron transport through the
CO gas under the influence of crossed homogeneous electric and magnetic
fields in infinite space. We solved differential equations of electron motion
analytically and obtained finite equations, which have been used for precise
calculation of electron positions and velocities for each time step (Af) in the
simulation.

Scattering processes have been included in this modeling by using
experimentally measured and estimated data of integral cross sections as a
function of energy. The data for vibrational and electronic excitation were
mainly measured and estimated in our laboratory. Non-conservative processes
are also included, as it was first done by Brennan and Garvie [4]. In the case of
ionization, the exact treatment of newborn electron is performed.

The simulation algorithm has been successfully tested on Lucas-Saelee
model test gas and compared to the similar Monte Carlo simulation of non-
conservative electron swarms in dc E x B, recently described by Dujko et al. [5].

3. RESULTS AND DISCUSSION

Simulations of electron transport in CO gas have been performed in a
wide range of E/N and B/N values. Values of B/N were 0, 500, 1000, 2000 and
3000 Hx (1 Hx = 10? Tm®) and for each fixed B/N, E/N were changed in
interval from 0 to 1000 Td (1 Td = 10! Vm?), with step value of 20 Td. Mean
electron energies in these cases were between 0 and 18 eV. After electrons had
reached the steady state, EEDF was sampled in order to calculate the rate
coefficients for various processes at given conditions, using the well known
relation [6]:

K(E)=2m, [o eWe - fo(Ea.eds (1)

Eihres

where E, is the mean electron energy, o(g) is the excitation cross section for

considered process, &y, is the threshold energy and £ E
EEDF.

The analysis of results for individual processes showed the following:
among A'll, C's', E'M, 'Y, D'A and B'T' singlet states, the greatest
contribution to the electron impact excitation of singlet electronic states of CO
is one of the 4'T1 states, which has the greatest ICS; in case of excitation into
triplet electronic states of CO, Tl state has the greatest rate coefficient and
also only this rate coefficient, among b’Tt, T, a”s", A and €T states
reaches maximum, since it has the lowest threshold and the majority of its ICSs
are at relatively low energies (below 10 eV); in both vibrational and rotational
excitation processes excitation via I1 resonance around 3 eV is highly

.1, €) is the normalized

28



26th Summer School and International Symposium on the Physics of Ionized Gases

dominant, and for that reason we obtain pronounced peaks of rate coefficients
in this region of energies, which tend toward higher E/N values as B/N values
increase due to decelerating effect that magnetic field has on electrons; main
ionization process is production of CO", which is followed by C" and O" ions
production, while the CO** production is almost negligible process.
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Figure 1. Total rate coefficients for excitation into singlet states for various
B/N values in the conditions of orthogonal electric and magnetic fields

For all of these processes the dependence of the rate coefficients on
E/N indicate the rapid decrease of the rate coefficients with increasing B/N
caused by deceleration of electrons by magnetic field and therefore their
incapability to reach thresholds for the given process. This behavior is
presented in Fig. 1, where all partial rates are summed for obtaining the total
rate coefficient for singlet state electronic excitation of CO, which is presented
vs. E/N for various B/N values.

In figure 2, the comparison is made between total rate coefficients for
rotational, vibrational, electronic excitation and ionization at single B/N value
of 1000 Hx. Vibrational and rotational excitations are dominant in the regions
of lower E/N, while rates of electronic excitation (both into singlet and triplet
states) and ionization are rising with the electric field and eventually become
the dominant excitation channels. This fact is of great importance when energy
transfer from electrons to molecules is analyzed, since electronic excitations
and ionization have higher energy thresholds than vibrations and rotations.
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Figure 2. Total rate coefficients for rotational, vibrational, electronic
(singlet and triplet states) excitation and ionization at single B/N value of 1000
Hx in the conditions of orthogonal electric and magnetic fields

4. CONCLUSIONS

A complete set of rate coefficients for the electron impact excitation of
the CO gas in electric and magnetic fields, for wide ranges of reduced electric
and magnetic fields, has been calculated. For performing this calculation, an
exact Monte Carlo simulation of electron swarm in E x B fields has been
developed, which includes treatment of ionization.
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Abstract. Classical configurations belonging to reduced phase space of
helium atom with fixed hyperradius are examined in order to explain prop-
erties of the hyperspherical adiabatic potential curves of the atom.

1. INTRODUCTION

Among a variety of theoretical methods used for studying two-
electron atomic systems, the so-called hyperspherical approach [1] is one
of the most appropriate for describing the single and double excited states
of these systems. The electrons radial coordinates 71, 7, are here replaced
by the hyperradius R = (r? + r2)!/2 and the hyperangle « = arctan(ry/r1)
(0 £ a < 7/2) which measure the size of the system and the radial correla-
tion of the electrons, respectively. The angular correlation can be described
by the mutual angle ¥y = £(r;,r2). The hyperspherical approach is based
on the adiabatic (Born-Oppenheimer’s type) expansion of two-electron wave
function where the adiabatic (”channel”) functions are obtained by solving
Schrodinger equation at a fixed value of R (which is here a parameter).
For a given symmetry (2*!L™) and a given ionization threshold (deter-
mined by the quantum number N of "inner” electron) the ”channel index”
can be expressed by the set of approximate quantum numbers (K, T)" [2].
Each channel is related to a hyperspherical adiabatic potential curve £(R),
determined also from the Schrédinger equation with R as a parameter.

Beside the quantum mechanical methods a significant contribution
in understanding the dynamics of two-electron systems has been done by
semiclassical methods. Here we adopt the idea of treating the hyperradius
as adiabatic variable and use it in the semiclassical approach. In next sec-
tions we study classical configurations belonging to the reduced phase space
of helium atom with fixed hyperradius and analyze the hyperspherical adi-
abatic potential curves in terms of these configurations.

31



26th Summer School and International Symposium on the Physics of Ionized Gases

2. CLASSICAL DYNAMICS FOR FIXED R

The Hamiltonian of a two-electron atom in hyperspherical coordi-
nates, for the total angular momentum L = 0, at a fixed value of hyperradius
R reads (in atomic units)

1 P2 Cla,¥)
He = g (P24 o ) + S22 1
R=9R? ( * " sin®a cos?a * R )
Z A 1
Cla,¥) = — - + (2)

sina  cosa /1 —sin2acosd

Here P,, Py are the canonical momenta related to « and 9 coordinates and
Z is the charge of (infinitely heavy) nucleus. In contrast to the full 3D
(non-adiabatic) treatment (the full Hamiltonian is H = Hg + P3/2) the
motion described by the Hamiltonian (1) is always bound.

Due to the scaling properties of Coulomb systems, it is sufficient to
calculate the trajectories and all classical quantities for one fixed value of
the hyperradius. If ¢, 7 and s are the values for energy, time and action,
respectively, at R = 1, then the corresponding values for an arbitrary R
are: E = ¢/R, t = R¥?r, S = /Rs. Then, the scaled potential and the
scaled Hamiltonian (with fixed hyperradius) are C(a,¥) and h = RHg = ¢,
respectively. At « = 7/4, 9 = 7w the potential C has the saddle point and
takes the value g, = C(n/4,7) = (1-42)//2 (for Z = 2: €5, ~ —4.94975).

A systematic analysis of the reduced phase space at different scaled
energies (using the Poincaré sections technique) indicate that five charac-
teristic types of classical configurations exist, which are related to five types
of short periodic orbits (POs), see Table 1 and Fig. 1.

Table 1: Properties of the shortest periodic orbits of the two electron system
with Z = 2 (helium) at fixed hyperradius.

periodic orbit (PO) exists for  stability

frozen planet (FP) Ve stable for €€ (—6.283, —2.972)
opposite fr. planet (OFP) e<egep stable

asymmetric stretch (AS) €> €sep stable for €€ (€gep, —3.487)
asynchronous (ASC) €>—3.487 stable for € < 0.261
Langmuir (L) €> €gep stable for e € (—2.072, —1.969)

An important class are the collinear configurations where the mu-
tual angle between the electrons is either ¥ = 0 (the so-called Zee config-
uration) or ¥ = 7 (the eZe configuration) with Py = 0 in both cases. For
a given scaled energy, each configuration (Zee/eZe) reduces to a single PO.
For the Zee configuration this is the FP PO (Fig. 1(a)), whereas for the eZe
configuration the corresponding orbit is the OFP PO if € < egp and the AS
PO if € > egp (Fig. 1(b)). For e > —3.487 the orbit bifurcates to unstable
AS (collinear) and stable ASC orbit which is off-collinear (Fig. 1(c,d)).
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Figure 1: (a) The FP PO and (b) the AS PO (straight lines) at R = 1 and
¢ = —4 and off-collinear orbits in their vicinities. (c) The unstable AS PO at
€ = —3.3 (straight line) and the off-collinear orbit obtained by introducing a
very small perpendicular deviation of the former. (d) The ASC PO for the
same €. The nucleus (Z = 2) is located at the origin of coordinate system.

3. SEMICLASSICAL POTENTIAL CURVES
RELATED TO SHORT POS. DISCUSSION

The first step is numerical evaluation of the scaled action s(¢) along
the chosen type of PO (within the fundamental domain a € (0,7/4)) as
a function of the scaled energy. Then, the semiclassical potential curves
81(50) (R) are obtained using scaling relations and the semiclassical quan-
tization condition S = 2mn + ¢, where n = N — 1 is the nodal quantumn
number along the orbit. The phase shift ¢ depends on the type of PO
(¢ = 37/2 for AS and ASC and ¢ = 2r for FP and OFP POs). The 'S¢
adiabatic energies 51(50)(}2) for N = 2,3 and 4 of helium (Z = 2) which
correspond to the AS, OFP, FP and ASC POs are shown in Fig. 2 to-
gether with the quantum-mechanically calculated adiabatic energies for the
collinear (eZe/Zee) models and for the full 3D model.

In a recent quantum-mechanical analysis [3] it has been shown that
the adiabatic energies of the 3D atom (thin gray lines in Fig. 2) converging
to the same ionization threshold (the curves with the same N but different
K) are, for sufficiently large R, confined in the areas limited from the top
and from the bottom by the adiabatic curves for the collinear (Zee/eZe)
configurations (thick gray lines in Fig. 2). It is noticed, however, that for
small R most of the 3D adiabatic curves cross the lower bordering line (eZe
adiabatic curve) and leave these areas. This behaviour has been explained
by the anticrossings between the 3D curves which occur just at the eZe
adiabatic curves (when £ > —3.5/R).

The present analysis shows that this class of anticrossings can be
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explained by the unstable character of the underlying classical configuration,
which is here the AS PO. From the stability data for this orbit (Table 1)
the condition for these anticrossings is £ > —3.487/R (the area above the
dotted line in Fig. 2). Besides, it follows that the 3D adiabatic curves at the
lowest values of R (after crossing an eZe adiabatic curve) must be related
to the ASC configuration which arises after the AS orbit bifurcates. Fig. 2
shows that just the adiabatic potential curves related to the ASC PO for
€ > —3.487/ R become the lower bordering lines for the 3D adiabatic curves.

0.0+
S
&
3
=) -0.4 H
(0]
c
(0]
Q
®
S
5 -0.8 4
<

NM=~—E= -4.950/R (saddle point)
-1.2 — T T T T
0 10 20 30

R (a.u.)

Figure 2: The 'S¢ adiabatic energies for N = 2,3,4 of helium (quantum-
mechanical calculation) for the collinear (eZe/Zee) models (thick gray lines)
and for the full 3D model (thin gray lines), as well as semiclassical curves
corresponding to the AS/OFP (thick black lines), FP (white dashed lines)
and ASC POs (black dashed lines).
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Abstract. In this work we present electron transport coefficients in water wapor
for the conditions used in plasma assisted technologies. By using Monte Carlo
technique appropriate for steady state Townsend discharges we determined
mean energy, drift velocity and effective ionization coefficient for a wide range
of reduced electric fields (£/N= 100-10000 Td). We show that agreement with
experimental data for drift velocity and effective ionization coefficients exists
for moderate E/N implying that one may properly model the electron
multiplication.

1. INTRODUCTION

Increasing interest in application of plasmas in medicine, nanotechnologies and
environmental remediation [1-5] has drawn attention to studies of discharges in
water and with water electrodes [6]. Current studies show that in such systems,
discharge is formed in water vapour either from evaporating liquid electrode or
in bubbles created by an induced phase transition within the liquid. More
generally, all atmospheric discharges contain some degree of water vapour.

It is therefore of immediate interest to determine how discharges are created in
water [7-9]. Currently it is thought that discharges can only be formed in water
vapor resulting from an induced phase transition. Therefore a starting point
must be to have accurate knowledge of the electrical properties of water vapor
and in particular its breakdown potential [10,11].

In this paper we study the kinetics of electrons in £/N using Monte
Carlo simulations (MCS) that have been well tested for similar discharges in Ar,
H, and N,. As electrons have a special role in plasmas at high E/N we focus on
electrons leaving out heavy particle collisions which will be dealt with
separately. Another motivation is to provide the transport data for the electrons
in the mixtures with H,O.

35



26th Summer School and International Symposium on the Physics of Ionized Gases

2. THE MONTE CARLO TECHNIQUE

The MCS code used in our analysis is based on the null collision
method, applied to model a steady state Townsend (SST) discharge. The basic
code follows the motion of electrons from the cathode and it is possible to get
the spaatial distribution of the emission and the excitation and ionization
coefficients [12]. The second MCS code is used to follow the electrons reflected
from the anode surface and the newly created secondary electronsfrom the
cathode. This code is completely independent from the code for simulation of
the electrons from the cathode, and it can be included but also excluded from
the simulation. Sampling of observable properties specific to idealized SST
experiment between two parallel electrode [13] is applied in order to obtain the
mean energy, drift velocity and ionization coefficients. The nonintrusive photon
flux experiment of Fletcher [14] and Malovi¢ et al. [15] provides means of
directly observing the periodic structures of electron transport properties which
can be classified as representaion of the non-locality of the EEDF and related
electron properties in regions where hydrodyic approximation is not fulfilled.

In this paper, however, we will present only the data obtained for distances
longer than the spatial relaxation length where possible periodic structures
vanish.

We used the cross sections data defined in the data base of Phelps [16]
initialy based on drift velocity measurements of Pack et al. [17]. We deduced
elastic momentum transfer cross section from the effective momentum transfer
cross section and inelastic cross sections recommended in [16] and extrapolated
above 80 eV by using data of Hayashi [18]. Latest recomendation by Phelps
[16] for cross sections for ionization measured by Stebbings and coworkers [19]
is also applied.

3. DISCUSSION AND RESULTS

In Figure 1 a) we show SST mean electron energy and in Fig. 1 b)
SST drift velocity. Latest measurements of drift velocities (mean arrival time

MCS

= EXP, Hasegawa et al.[20]

Mean energy [eV]

Drift velocity [ cm/s]

10° 10 10" 10° 10
E/N [Td] E/N [Td]

Figure 1. SST a) mean energy, b) drift velocity, obtained by MCS as a function of E/N.
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drift velocity measurements [9] of Hasegawa ef al. [20]) are in good agreement
with our MCS results.

Figure 2 shows effective Townsend ionization coefficient in the H,O vapour
as a function of E/N. Recent ionization coefficients measurements are presented
in works of Hasegawa et al. [20] recording arrival time electron spectrum and
Skoro et al. [21] recording side-on spatial profile that show effective charged
particle multiplication and is thus under influence of attachiment that reduces
the effective ionization. Excellent agreement with experimental data of
Hasegawa et al. [20] is achived from 150 Td up to 3000 Td while experimental
results of Skoro et al. [21] are slightly below following the same trend.
Beetween 100 and 200 Td the E/N dependence of the data due to Prasad and
Craggs [22] is followed. Data of Hasegawa et al. [20] indicating a possible
strong electron loss towards lower E/N are not supported by the present cross
section set.

T T T
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T
3 10™ o Ao EXP, Skoro et al.[21] 3
o’ = EXP, Hasegawa et al.[20] ]
)/ e [EXP, Prasad and Craggs[22]
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107 T T T T T T T T
100 1000 10000

E/N [Td]

Figure 2. Effective ionization coefficient as a function of £/N in water vapor.
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Abstract. Photodetachment of Cu” is investigated using the Multi-Configuration
Tamm-Dancoff method. Correlations in the initial state have been found to
materially affect the photodetachment cross-section significantly.

1. INTRODUCTION

Photodetachment studies of anions have attracted wide interest, as these
processes are excellent theoretical and experimental test beds to investigate the
role of important many-electron correlations. Correlation effects influence
photodetachment processes in many ways [1, 2]. The Relativistic-Random-
Phase Approximation (RRPA) [3] and the RRPA with relaxation (RRPA-R) [4]
are among the major methodologies developed to study many-electron
correlation effects in photoionization and photodetachment. A relativistic many-
body approximation technique that has grown out of the RRPA is the Multi-
Configuration Tamm Dancoff (MCTD) method, developed by Radojevi¢ and
Johnson (1985) [5]. However, th e MCTD approximation has not been
extensively applied to many situations since its formulation over a quarter of a
century ago. The MCTD method nevertheless has excellent potential, since it
includes both the initial state correlations and the final state correlations in a
very elegant manner that includes many important non-RPA correlations. The
MCTD method thus has the potential of being useful where correlations beyond
the RPA are important. The Multi-Configuration Tamm Dancoff (MCTD)
method has been applied hitherto only to a few cases, namely to study the
photoionization of atomic Be and Mg [5] and to the photodetachment of Li" and
Na™ [6].

There have been few theoretical and experimental studies on the
photodetachment of Cu’. Scheibner and Hazi [7] applied the R-matrix method to
investigate photodetachment of Cu”. On the experimental side, Balling et al. [8]
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and Covington et al. [9] have measured the total photodetachment cross-section
of Cu™ and found an excellent agreement with theoretical results. We employ
the MCTD and the RRPA techniques to investigate the core correlation effects
on the valence photodetachment of Cu'.

The Multi-Configuration Tamm-Dancoff (MCTD) approximation
incorporates the initial state correlation effects by considering a multi-
configuration wavefunction to describe the initial state. The final state
correlations are addressed in the MCTD in a manner similar to that in the RPA,
by including inter-channel coupling. Details of the theory can be found
elsewhere [6]. One difference, however, is that in the present work,
experimental thresholds are employed. This is because the present calculation
does not include any core relaxation and, thus, the theoretical thresholds are
rather inaccurate.

2. RESULTS AND DISCUSSION

Cu has 30 electrons and it is isoelectronic with neutral Zn in its ground
state which has for its 'S state the configuration [Ar]3d'°4s>. (Let us recall that
[Ar]=15"252p%3s%3p°%.)

In order to investigate the core correlation effects, the following two
distinct descriptions of initial multiconfigurational state of the negative Cu ion
were considered for the present study:

(a) The first initial state includes 3 configurations with states arising from the
double electron excitations from the outermost valence shells alone:

[Ar] 3ds,* 3ds,° (45 +4pi” +4pss’), T=0.

(b) The second initial state includes 7 configurations that in addition to
configurations from (a) incorporate the excitations from the 3d core subshells:

[Ar] {3ds" 3ds” (45 + 4p1y” +dpyn’) +

(3(13/24 3'ds/24 + 3(13/22 3d5/26) 4s? (4131/22 + 4p3/22 )}, I=0.
The GRASP92 [11] package was used to obtain the relativistic initial state wave
functions. As mentioned, due to the discrepancy between experimental and the
present MCDF thresholds, we have employed the experimental thresholds for
the MCTD calculations.

Initial state wave function (a) includes double electron excitations of 4s
valence electrons only, whereas wave function (b) includes double excitations
from core 3d subshells as well. Hence a comparison of the MCTD results
employing initial state wave functions (a) and (b) enables one to understand the
core correlation effects on the photodetachment process. In the present MCTD
calculations, all the relativistic dipole channels from the 3d, 4s, and the 4p
subshells are coupled to calculate the excited (continuum) state of Cu, neutral
Cu plus a photoelectron.

Figure 1 shows the total photodetachment cross-section of Cu obtained
using the MCTD using the two initial state wave functions (a) and (b). This
figure also provides comparison with experimental [8] and the R-matrix [7]
results. The length (L) and the velocity (V) forms of the MCTD cross-section are
close to each other in both types of calculations. A large peak characterizes the
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cross-section profile. The MCTD result with wave function (a) as the initial
state has a cross-section of magnitude ~110 Mb at the peak, while that with
wave function (b) as the initial state has a significantly lower cross-section of
magnitude ~70 Mb, much closer to the experimental cross-section. The MCTD
method is thus found to provide a good account of important core correlation
effects in the photodetachment of Cu . Unfortunately, the experimental data
available are only scanty for a more extensive comparison.

¥ I. ] J—I T : T
100 . “-?“CTD(a; .

0-Tt:)t(llmb)

0.0 0.5 1.0 1.5 2.0 25 3.0 3.5 4.0
Photoelectron energy (eV)

Figure 1: Total MCTD length (L) and velocity (V) photodetachment cross-
sections of Cu along with earlier R-matrix (Rmat) [7], present RRPA and
experiment (solid circles) [8] MCTD(a) and MCTD(b) respectively represent the
MCTD calculation making use of configuration (a) and (b).

In Figure 1 the MCTD results are compared also with that from a 13-
channel RRPA calculation in which all the dipole channels from the 4s, 3d, and
the 3p subshells are coupled. The MCTD result is in close agreement with the
RRPA which suggests that non-RPA correlations which MCTD takes into
account are only of a minute significance in the energy region considered. This
is because the thresholds corresponding to channels from the 4p are considerably
above the energy region considered. Hence, correlation effects due to the
simultaneous photodetachment channel and the excitation channel from the 4p
subshells, which are omitted from the RRPA description of the process, are not
of great importance. Thus, the correlations that result from the common two-
electron excitations in RRPA and the MCTD approximations already provide a
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basis for an agreement between the two results when the non-RPA correlations
are not important.

There is discrepancy between the R-matrix calculation [7] and MCTD
results in the high energy region. The hump in the R-matrix cross section is due
to the channels from the 3d subshells, which have thresholds at ~2.8 eV. The
discrepancy in the 3d threshold between MCDF and R-matrix causes a rather
smooth MCTD cross-section in the high energy region. A more accurate
description of the 3d threshold energies with the context of the MCTD
calculation would likely bring the MCTD into better agreement with the R-
matrix result.

From the application of the MCTD to the photodetachment of Cu, the
importance of the core correlation effects in the calculations is thus
demonstrated. In a general sense, the present (relativistic) MCTD calculations
represents a modification of the RRPA in which the initial state correlations are
introduced explicitly via a multi-configuration wavefunction, and the coupling
among final (continuum) states includes channels representing two-electron
excitations, ionization-plus-excitation.
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Abstract. W e bring the calculus for rate coefficients for the electron impact
ionization of the N, molecule in non-equilibrium conditions, in the presence of
time-dependent electric field. A Monte Carlo simulation technique has been
used to determine rate coefficients for relevant ionization processes in N, under
various frequencies of radio-frequent (Rf) electric field. We obtained the
distribution functions of electron energy by using Monte Carlo simulation for
the frequency values: 50, 100 and 500 MHz, in reduced electric fields up to 300
Td. This work presents an insight into the characteristics of ionizing process and
provides the ionization rate coefficients that can be of use for correct
implementation in modeling Rf discharges. A behavior of rate coefficients
under the influence of magnitude and frequency of the fields was studied
separately revealing some features in time dependence.

1. INTRODUCTION

Nitrogen molecule comprises a significant fraction of the Earth’s
atmosphere and the atmospheres of Titan and Triton. Within these
environments, N, is subject to significant bombardment both by energetic
electrons, as is characteristic of aurorae, and by lower energy photoelectrons
produced in the normal atmosphere [1]. As such, it still attracts much interest in
various aspects of molecular and environmental physics and chemistry.
Electron—nitrogen molecule collision processes play an important role in upper
atmosphere as well as in any plasma and discharge technology and applications,
such as: diffuse discharge switches [2], plasma etching industry [3], plasma
polymerization [4], chemical detectors, etc. In modeling these phenomena, we
need to know the cross sections and rate coefficients as functions of energy and
their angular distribution for each process involved. Different channels in
electron impact excitation of the N, molecule have been long and intensively
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studied in the past few decades. Laboratory studies have produced a rather
complete set of quantitative data for these processes.

Reactive plasmas maintained by radio-frequency (rf) or microwave
sources have come to play an important role in the fabrication of
microelectronic devices. Modeling of capacitively or inductively coupled
plasmas driven by a Rf source has been performed in order to elucidate the
discharge structures [5-6]. Under these circumstances, detailed investigation of
the ionization rate coefficients is significant and desirable.

The primary aim of this work is to analyze rate coefficients in N, and
their relation to the cross sections. The non-equilibrium rate coefficients are
obtained by sampling the electron energy distribution functions in Monte Carlo
simulation of electron transport, with the input data of integral and differential
cross sections for electron impact excitation and ionization of N, [7-8].

2. MONTE CARLO SIMULATION

We have used time-resolved Monte Carlo simulation code for
simulating the evolution of electron transport through N, gas in the presence of
spatially uniform radio-frequent electric fields. Differential equations of
electron motion have been solved numerically, by applying the Runge-Kutta
method [10], in each step (Af) in simulation. Calculations were made for the
low-density limit of gas discharge. The non-equilibrium rate coefficients are
obtained by sampling the electron energy distribution functions (EEDF) in
Monte Carlo simulation.

In this model, we used the cross section data from our recent work [7],
and then calculated rate coefficients of N, ionization. After relaxation to a
quasi-stationary state, the results were averaged over many periods for
obtaining better statistics [9]. We obtained compatible results for mean electron
energy and rate coefficients.

3. RESULTS AND DISCUSSION

We performed simulations of electron swarms in N, gas, at Ex/N
(normalized electric field) value up to 300 Td (1 Td = 107! Vm?), in absence of
magnetic field (B/N= 0; N = density of electrons). The external electric field
E(¢) is assumed to be uniform in position and to vary with time as follows:

E(t) =v2E 4 k cos(wt) (1)

where Ej is effective reduced field strength,  is angular frequency of the rf
field and £ is the unit vector in the field direction.

Initial kinetic energy of all 10" electrons was 5 eV. The density of
neutrals was 3.22 -10* m™ which corresponded to the gas pressure of 1 Torr
(133.3 Pa). Gas temperature assumed to be 273 K. In each step, after electrons
have reached a steady state, EEDF is sampled in order to calculate rate
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coefficients for various processes at given conditions, using the well known
relation [11]:

K((e) = 2/m, [otene-1.((e). o0 @)

Eihres

where < € > is the mean electron energy, c(g) is the excitation cross section for
considered process, &, is threshold energy and f,(< € >, €) is the normalized
EEDF. The dependence of the mean energy values on phase in the process
indicate a decrease of the mean energy amplitude with increasing frequency
caused by the incapability of electrons to follow and adjust to temporal Rf
variations of external electric field. This behavior is presented in Fig. 1, that
shows the time modulation of the ensemble average of energy, <e(t)>, during
the electron motion in N,, for frequencies 50, 100 and 500 MHz. It has a
harmonic of 2w as the fundamental wave and smaller than field harmonic. The
phase delay increases and the amplitude decreases with increasing field
frequency at constant Eg/N.

50 MHz 100 MHz | 500 MHz
1 3 £ [ - . {6

< g >(eV)

<|: - " . nk " - ‘_" 0k x

? ¥ Phase (rad) 480 . Phase {rad) b " Phase (rad) 2%
Figure 1. Time modulations of mean electron energy < ¢ > for Eg/N value of
200 Td, in nitrogen at 1 Torr, for f= 50, 100 and 500 MHz.

Figure 2 presents the time variation in rate coefficients for ionization
process at single Er/N value of 200 Td, in three different frequencies of electric
field. In this manner we can easily get the insight in electron movement
dynamics in N,. In both cases, the gradual dissipation of amplitude originates
from the relation between the collisional relaxation time of energy and the
period of the applied field. The minimum value of <g(t)> at first slightly
increases with increasing field frequency (Figure 1), because the electrons first
lose their ability to relax the energy during the lower field phase.

When the frequency is further increased (up to 500 MHz), the electrons
have not enough time to receive enough energy from the external field, and the
electron energy maximum starts to decrease [9]. The similar behavior we have
for the rate coefficients of ionization of N, , but this amplitude decrease is even
more rapid in case of increasing frequency values.
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Figure 2. Time modulations of ionization rate coefficient K;,, for Ex/N value of
200 Td, in nitrogen at 1 Torr for 50, 100 and 500 MHz.

4. CONCLUSIONS

Using a Monte Carlo simulation technique, we calculated rate

coefficients for electron impact ionization of the N, gas in time dependent
reduced electric field, under the conditions of interest for plasma modeling. For
performing this calculation, we developed the Monte Carlo simulation of
electron swarm in radio-frequent E fields. Data presented here, together with the
set of cross sections, are necessary for modeling non-equilibrium plasmas and
plasma devices.
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Abstract. We present an experimental study on autoionizing states in neon
performed by using a crossed electron-atom beams apparatus. The ejected
electron energy spectra of neon upon electron excitation are presented for the
incident energy range from 40 eV to 1000 eV. The present study brings an
extension to previously published results regarding several aspects. Moreover,
the measured ejected electron energy spectra in neon were calibrated according
to ejected electron spectra in helium, which was introduced into the chamber at
the same time in a mixture with neon. We argue that the usual direct method of
calibration by using dominant features in neon, could suffer from reduced
precision due to an influence of resonance processes.

1. INTRODUCTION

Autoionizing states and resonances in neon were studied very
extensively in the past by different experimental techniques [1,2]. However, in
the case of neon, these states overlap with resonances, therefore their separation
and assignment is difficult to perform with a high precision. According to our
knowledge, until now there is no an electron-atom experiment in which these
features are separated clearly and with high accuracy. In the present contribution,
we report a detailed experimental study on autoionizing states in neon by using a
high-resolution, standard crossed electron-atom beams collision experiment. We
believe that the present results can contribute to better understanding of both
autoionization processes in neon upon electron excitation and the intereference
between auoionizing states and resonant processes.

2. EXPERIMENTAL APPARATUS AND PROCEDURE

The apparatus has been already presented at the 2! National
Conference on Electronic, Atomic, Molecular and Photonic Physics [3]. The
spectrometer OHRHA consists of a high energy electron gun, a high resolution
hemispherical analyzer, a hypodermic needle as a source of effusive beam of
target gas and a Faraday cup as a collector for the electron beam. The electron
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gun was designed by Omicron Vakuumphysik Gmbh for electron impact
energies from 10 eV to 2.5 keV with a resolution of 0.5 eV and an electron
current in the range from 1 to 15 pA). In these measurements the position of the
electron gun is fixed at 90° in reference to the gas beam.

After collisions of incident electrons with the target atoms, the ejected
electrons are collected by multi-element zoom lens at the entrance of the
analyzer. The hemispherical energy analyzer (EA 125 HR, Omicron) has a
mean radius of 125 mm and a variable entrance/exit slits. It is equipped with 7
channeltrons for electron detection and its ultimate projected energy resolution
is of the order of 10 meV, depending on the type of experiment (XPS, AUGER
and EIS). The residual magnetic field was reduced by using two p metal shields,
one inside and the other outside the vacuum chamber. Moreover, both the
analyzer and the lenses are shielded separately. The vacuum chamber is
homemade and is pumped by three turbo molecular pumps. The background
pressure was 4x107 mbar, while the working pressure with neon was 3x10°
mbar. For a valuable measurement it was necessary to reach stable working
conditions, pressure and electron current. Under these conditions the satisfied
statistics for one measurement was reached for less than one hour.

The apparatus is not designed for experiments with low-energy
electrons; however, we succeeded to perform measurements in this energy
region, as well, thanks to the high efficiency of detecting system and
appropriate adjustment of parameters. All collected data are stored in PC
computer. The program made by OMICRON automatically controlled all
parameters in hemispherical analyzer and lenses, which were adjusted before
every single measurement.

The estimated energy resolution in ejected electron spectra was
between 0.1 and 0.2 eV. The calibration of ejected electron energy scale was
done in a mixture of neon and helium at high impact energies (500, 800 eV).
The calibration point is taken from ejected electron spectra of helium at 35.55
eV which corresponds to the position of the double excited 2s2p('P) state at
60.130 eV [4]. The overall uncertainty is about 0.06 eV. It should be pointed out
that an analogue, direct calibration of the neon spectra by using its strong
spectral features is not precise enough due to the existence of nearby
resonances. The resonant process, which is close in energy to the spectral
feature used for calibration, can influence the form of the peak, thus making the
position of the feature not well defined.

3. RESULTS AND DISCUSSION

Figure 1 shows ejected electron spectra taken at different electron
energies. The goal of this presentation is to show main characteristics of the
spectrometer, focal properties of the lenses, transmission and resolution in the
large electron energy range. Moreover, the presented spectra show the changes
in the form of spectral features with changing the incident electron energy (E.).
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Figure 1. Autoionizing states and resonances of Neon recorded as ejected
electron spectra at an ejection angle of 90°, in the energy region from 14 to 35
eV in steps of 0.020 eV, with electron incident energies ( £,) from 46 to 990 eV
(shown on the left hand side of the figure).

The autoionizing states and resonances are shown in the ejected
electron energy range between 14 and 35 eV (figure 1), that corresponds to the
excited energies between 35.56 and 56.56 eV since the ionization potential of
Ne is 21.56 eV. The dominant features in the spectra lie in the energy region
between 21 and 29 eV kinetic energy (42.56 to 50.56 eV of excited
energies).This energy region has been studied very extensively in the past in
electron, photon and ion experiments. Two series of excited states are
identified: 252p°ns('S) and 2s2p°np('P), as well as resonances. The first very
intense feature 252p%3s('S) at high impact energies (100 to 990 eV), is a mixture
between a resonance and the autoionizing state. Its intensity decreases when the
electron energy approaches the threshold of the excited state. At 46 eV of
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incident electron energy, about 2.3 eV above the threshold for this state, the
resonance is dominant and the peak was shifted to higher ejected energy. The
first member of the second series 2s2p°3p(' P) does not have strong contribution
from resonances. Therefore, its intensity does not change significantly with
changing the incident electron energy and it can be a referent point for
calibration.

Finally, it should be noted that the resonances in neon have been also
studied very extensively in the past and the present measurements show only a
part of known resonant processes in this energy region (see Buckman and Clark
[2] for more details).

4. CONCLUSION

In conclusion, we have presented experimentally obtained ejected
electron spectra of neon, upon electron excitation in the incident energy range
from 40 eV to 1000 eV. The present study on autoionizing states in neon brings
an extension to previously published results with respect to several aspects: the
large range of incident electron energy, the high-energy resolution and the large
range of kinetic energy of ejected electrons. Moreover, a unique method has
been used to perform the energy calibration of the measured spectra, based on
the calibration of ejected electron spectra of helium, which was introduced into
the chamber at the same time in a mixture with neon. Finally, we argue that the
usual direct method of calibration, by using dominant 252p°3s('S) feature in
neon, could suffer from reduced precision due to undefined both position and
profile of the feature which is influenced by the nearby resonance.
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Abstract. Recently it was shown that theories treating two interacting objects in
a different manner (for instance electromagnetic field of a laser classically, and
the interacting atom as a quantum object) have some ambiguities and that they
should be named “mixed”. The Noether’s Theorem Corollary about the laws of
energy, momentum and angular momentum conservation in mixed theories was
proven, showing that aforementioned theories do not support the law of angular
momentum/spin conservation (not implying that the law of conservation of
angular momentum/spin is not valid generally, but that mixed theories give
results which might violate this law). In the present work some further difficult-
ties in using mixed theories in the field of radiation physics will be emphasized,
which were overcome by introducing fully quantized theory, completely inde-
pendent of our research, but confirming it regardless.

1. INTRODUCTION

The theories that describe a behavior of atoms in strong laser fields treat an
atom as quantized object and electromagnetic field classically [1, 2]. We
suggest that these theories should be named “mixed”. Although using mixed
theories in the beginning of Quantum Theory was considered unpleasant [1],
these theories (which combine classical and quantum approach) have shown
their vitality not only in the case of strong laser fields but also for super-strong
fields. For instance, in radiation physics the calculation of the stopping power
was treated (Bethe [3], Sigmund and Haagerup [4]) by using a combination of
the classical and quantum approach: a projectile was considered as classical
charged particle, the target as a quantum harmonic oscillator. Later, Cabrera-
Trujillo [5], leaning on [4], included more thorough (but not completely)
quantum mechanical approach. Recently, Stevanovi¢ and Nikezi¢ [6] improved
his method by treating both the projectile and the target as a set of quantum
harmonic oscillators. The results they obtained confirmed predictions of our
Corollary, without the authors being even aware of its existence.
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2. PROVING THE CORROLARY
TO NOETHER’S THEOREM

In order to shed some new light on those results here some of our earlier
arguments [1] will be repeated regarding the Corollary of Noether’s theorem
about the behavior of mixed theories when they are dealing with angular
momentum/spin.

Following paper [1], the Noether’s theorem can be rephrased in the follo-
wing manner: “To any s-— parametric continuous transformation of field fun-
ctions and coordinates which keeps variation of action zero, there correspond
s —dynamic invariants (i.e. constant in time combinations of field functions and
their derivatives)”.

In what follows the Greek indices are denoting 4 space-time coordinates
(0,1,2,3), while Latin ones are denoting spatial 3-coordinates (1,2,3). We shall
start with following expression [1] for mixed tensor

o = oL
Ou

axK

(u,, X! =W, )= L)X, )

If infinitesimal translations Jdx" are chosen as parameters of transformation,
one obtains
Xy=6;,¥,=0, 2)

a.

which changes the tensor 6 in it’s fully contravariant form [7]

” oL Ou 4
TA.K = a L KA . 3
ou, . (x) ox* g ®)

In the literature [8] is shown that integrals over three-dimensional configuration
space are constant in time. For instance, such an integral for the zero component

of tensor 7** would give a constant-in-time 4-vector
Pt = j T o . 4)

This is actually the law of conservation of momentum/energy, which follows
from the time/space translation; because time and space are homogenous in the
same manner in classical and quantum case, this law is applicable to mixed
theories.

For infinitesimal Lorentz rotations: 6x* — d.,,, and after some cumber-

some calculations [1, 8], the 4-angular momentum tensor is obtained
oL . ,
M™P?) = x°TP" — xPT°" . A (x) . (5)

Vvir
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The first two terms represent an orbital angular momentum of the wave
field, while the third characterizes its polarization properties, and in the quanti-
zed case corresponds to the spin of the particle described by the quantized field.

So, 4-rotations of space-time result in conservation law of 3-angular mo-
mentum/spin, but this would not be applicable to mixed theories, as the
rotations which are continuous in the classical theory must be quantized in the
quantum theory. The type of continuity of parameters is thus changed: in the
classical case the continuous function is used, while in the quantum case there is
not continuous, but closed angular momentum operator. It can be said that the
isotropy of space is broken for mixed theories - there is no smooth connection
between the classical and quantum part of the theory, hence for such
theories the conservation of angular momentum and spin is not working.

In this manner was proven the following[1, 2]

Noether's Theorem Corollary

Physical theories that combine (“mix™) quantum and classical approach do
support the law of energy/momentum conservation, but do not support the law
of angular momentum/spin conservation.

This proof, being all-inclusive, is valid for all mixed theories.

Aforementioned result does not imply that the law of conservation of an-
gular momentum and spin is not valid generally, but rather that mixed theories
are producing results which might violate this law. This shortcoming of mixed
theories is not always evident, as most of these theories do not deal with angular
momentum/spin (for instance, the ADK-theory, in tunnel ionization of atoms).
So we are here weakening our argument, as it is not needed to rule out the
whole mixed theory because it fails to support one special law of conservation.
Thus, suggestion to the researchers using mixed theories is to check that part of
their results referring to angular momentum/ spin carefully.

3. COMPARISON OF THE VARIOUS STOPPING POWERS

In the Fig. 1, taken from [6], are shown the results of Bethe theory ( Sy, )

Carera-Trujillo paper (S, ) and Stevanovi¢, Nikezi¢ ( S.), together with

-Trujillo
Seriv » Dased on SRIM’s simulation of experimental data.

In the domain of projectile’s high energies the stopping power behaves in
the same manner in all theories, but at lower energies, there are visible dif-
ferences in the theories which are mixed to various extents. The best agreement
with SRIM simulation results is exhibited by the Stefanovi¢-Nikezi¢ expression
for stopping power because their theory is fully quantized (not mixed at all),
then Carera-Trujillo approach (slightly mixed - the projectiles are treated
classically), and finally the most discrepancy with the SRIM exhibit the Bethe
theory, which is mixed the most.
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Figure 1. Comparing the stopping power calculated in various theories.

4. FINAL REMARKS

The corollary of the Noether’s theorem, proven in [1] and briefly presented
here, gives us a qualitative criterion for judging the reliability of mixed theories,
which are very often used in the field of atomic, molecular and optical physics.
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Abstract. We have studied photodissociation of protonated leucine-enkephalin
(Leu-Enk) peptide ion, pure or nanosolvated in a cluster with a given number of
water molecules and isolated in vacuo by means of an ion trap. The methods to
isolate hydrated ionic species in the linear trap, with desired number of attached
water molecules and enough ion densities are discussed. The results of VUV
photo-induced  dissociation ~ of  selected both  [Leu-Enk+H]" and
[Leu-Enk+4H,0+H]" trapped ions are presented at a photon energy of 8 eV.

1. INTRODUCTION

A number of studies on electron, ion and photon interaction with
isolated molecules representing building blocks or parts of large biological
system such as DNA and proteins have been reported in the last decade, devoted
to explore in more detail complex processes associated with the radiation
damage of biomaterial on a nanoscale. Particularly, it has been recognized that
this research could lead to very important biomedical applications, such as
optimizing the type and doze of the radiation in cancer therapy, in order to
maximize killing of the cancer cells, while minimizing the damage to
surrounding healthy tissue [1]. Most of the results have been reported for
relatively small molecules isolated in the gas phase or deposited on surfaces,
which allows to study the interaction processes between well defined beam of
projectiles (electrons, photons, ions) and a specific molecule, prepared under
well defined conditions. However, although this approach leads to the
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establishing of certain important interaction parameters (e.g. scattering cross
sections), the molecules under study are far from the conditions that exist in real
biological systems. Therefore, one crucial issue deals with the influence of the
environment on both the physical characteristics of complex biomolecules and
the processes occurring upon their activation (e.g. the high energy irradiation). In
order to overpass the gap between results obtained on isolated biomolecules and
their application to real biological systems, the possibility to perform a detailed
study on a biomolecule embedded in a cluster with a well defined number of
solvent molecules, isolated under well defined, high vacuum conditions, is of
great interest.

Recently, Liu et al. [2] have shown that nanosolvated nucleotide anions
can be produced directly from the electrospray ionization (ESI) source. They
have investigated the fragmentation of singly charged anions of adenosine 5’-
monophosphate (AMP") induced by collisions with neutral atoms (Ne, Na) at a
collision energy of 50 keV. Experiments were performed with isolated AMP ™ as
well as with AMP™ anions nanosolvated in a cluster with a given number of water
molecules. It was found that the AMP" ion is fully protected when the number of
water molecules is larger than about 13. However, according to our knowledge,
there is no reported study about photon (or electron) induced dissociation of a
nanosolved protein/peptide ion isolated in the gas phase as a function of the size
of the cluster (i.e. number of solvent molecules). The likely reason for this is a
difficulty to prepare and isolate this kind of species in the gas phase, as well as to
couple the target beam/packet to a tunable vacuum ultraviolet (VUV) source of
enough intensity to produce a measurable signal.

In the present contribution we report results on synchrotron radiation
(SR) VUV photodissociation spectroscopy of electrosprayed leucine-enkephalin
(Leu-Enk) peptide either pure or hydrated with a specific number of water
molecules. It should be noted that a study on photodissociation of isolated pure
protonated leucine-enkephalin (Leu-Enk) peptide, in the VUV range of 840 eV,
has been reported very recently [3]. Additionally, we discuss the methods to
efficiently produce and store in the trap the hydrated systems, either directly
from the ESI source or by a controlled introduction of water vapor into the ion
trap filled with already isolated precursor ion.

2. EXPERIMENTAL APPARATUS AND PROCEDURE

The new experimental system for SR spectroscopy of electrosprayed
ions stored in a linear ion trap has been described recently [4,5]. Briefly, the
setup is based on a commercial ion trap (“Thermo scientific LTQ XL”),
equipped with the an ESI source. The synchrotron beam, from the VUV
beamline DESIRS at Synchrotron SOLEIL (France) is introduced into the trap
through the back lens of the LTQ XL mass spectrometer. A special frame has
been constructed to allow fine-tuning of the position of the spectrometer, i.e. of
the trapping region, with respect to the light beam. The vacuum manifold with a
turbo pumping stage has been designed to accommodate pressure difference
between the beamline (10® mbar) and LTQ (10~ mbar). The experiment is
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performed as follows: (1) electrosprayed ions are injected, mass selected and
stored in the ion trap; (2) the beam shutter opens, thus starting the irradiation
during a well defined period; (3) the mass spectrum is recorded; (4) the
monochromator can be then set to the next wavelength and the procedure is
repeated.

3. RESULTS AND DISCUSSION

Two possibilities for production of nanosolvated protonated
biomolecules offering both large number of water molecules and high trapped
ions densities were considered: (i) the controlled introduction of water directly
into the trap; (ii) direct creation of hydrated biological ions in the ESI source.
The first investigated solution was based upon controlled introduction of water
vapor through the helium gas feed, by using helium as a carrier. The linear ion
trap of the LTQ XL mass spectrometer is filled with helium gas (10~ mbar),
which is introduced through a special feed directly into the trap, in order to
achieve better trapping performance. It was investigated if this feed could be
used to introduce water directly into the trap by flowing helium through a
volume containing water vapour. However, due to a large difference between
the pressures of helium and water (and avoiding risk of contamination by
heating the water), this solution was not of satisfactory performance.

The second solution was based upon production of hydrated
biomolecular ions directly in the ESI source, by tuning an appropriate
combination of ESI parameters such as solvent type and concentration of the
sample solution, transfer tube temperature, voltages and sheath gas flow rate.
This means that have worked under non-standard conditions of the commercial
spectrometer, which normally performs in a way such as to reduce as much as
possible water and other solvent adducts. Although it was indeed difficult to
reduce all contamination in the spectra, the obtained results appear to be very
promising for producing hydrated biomolecules. By adjusting the ESI
parameters, we were able to isolate in the trap hydrated protonated ions of small
peptides and nucleotides with up to 20 water molecules, which was confirmed
by monitoring the water losses upon collision induced dissociation in the MS?
mode. Nevertheless, the density of ions in the trap to perform photon
spectroscopy with reasonable signal/noise ratio was high enough only for the
clusters with up to about 5 water molecules. Still, it should be noted that these
are very first results and we expect further improvements of the method in the
future.

As an exemple, we show in Figure 1 the photon induced dissociation
of protonated Leu-Enk and a cluster of Leu-Enk with 4 water molecules, at the
incident photon energy of 8 eV, after subtraction of a background and recorded
under the same experimental conditions. Figure la shows the fragmentation
pattern for the case of pure protonated molecule. This pattern corresponds well
to the theoretical peaks table, as well as to recently published results by Bari et
al. [3]. However, the fragmentation is significantly different in the case of
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hydrated protonated precursor (Figure 1b). First, the intensive fragmentation is
reduced, showing a “shielding” effect of a water solvation shell, and the
dominant channel corresponds to the loss of one water molecule. Additionally,
it is very interesting to note several clearly resolved peaks which correspond to
the fragments of the pure peptide molecule, but still complexed with 4 water

molecules.
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Figure 1. Tandem mass spectra of (a) protonated leucine-enkephalin (Leu-Enk,
denoted by M) and (b) protonated hydrated Leu-Enk (M+4H,0) ions upon
activation by 8 eV photons.
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General Lecture

PRELIMINARY RESULTS FROM RECENT
EXPERIMENTS AND FUTURE ROADMAP
TO SHOCK IGNITION FOR INERTIAL
CONFINEMENT FUSION

Dimitri Batani

Univ. Bordeaux, CEA, CNRS, CELIA (Centre Lasers Intenses et Applications),
UMRS5107, F-33400 Talence, France
Responsible of the WP 10 (Fusion Experiments) of the HiPER Project

In 2007 Betti et al. [1] proposed a novel approach to ICF. It consists of igniting
the target by a very strong converging shock (P = several hundreds of Mbar),
produced by intense laser spikes (1-10'® W/cm?), which must hit the target at the
end of the compression phase. The scheme represents a very attractive solution
for the HiPER project since it maintains the advantages of direct drive, of
separating the ignition and compression phases, and it is substantially
compatible with present day laser technology (used to build NIF and LMJ). A
proof of principle of shock ignition could be realized on LMJ within the next
decade.

In the talk, I will present:

i) the results of preliminary experiments conducted at PALS in order to study
shock generation and laser-plasma interaction in an intensity regime which is
relevant for shock ignition, and ii) the status of the discussion within HiPER on
the shock ignition roadmap, including the plan for future experiments on
European laser facilities (PALS, LULI, Orion, LIL, etc) and for finally
approaching SI demonstration on LMJ.

Experiments at PALS were done using two beams, with time duration
300 ps. The first beam, at intensity /=1.2-10" W/cm?, was used to create a = 1
mm preformed plasma, and the second, at I=1-10"° W/em?, to create the final
strong shock. Several diagnostics were employed to characterize both the
preformed plasma (Phase 1), and the shock formation and laser-plasma
interaction (Phase 2). In Phase 1, they included X-ray deflectometry and Optical
interferomerty for the plasma density profile, and X-ray spectroscopy to get
plasma temperature.

In Phase 2 Energy Encoded pin-hole camera to measure plasma
extension, characterize its emission but also to give evidence of the presence of
hot electrons; shock cronometry to measure the ability to produce a strong
shock and the effect of the extended plasma corona on the laser-shock coupling;
X-ray (K-a) imaging again for hot elecrtons, Optical spectroscopy and
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calorimetry to get the amount of backreflected light from parametric
instabilities (SRS, SBS, TDP).
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General Lecture

THE ORIGIN OF THE PLASMA GROWN
NANOSTRUCTURES AT THE SOLID-SOLID
INTERFACE

Uros Cvelbar

Jozef Stefan Institute, Jamova cesta 39, SI-1000 Ljubljana, Slovenia

Abstract. The research on the growth of various nanostructure materials was
significant in recent years, especially on application of plasmas as a tool for
fabrication. Nanowires are predominantly synthesized using catalyst clusters in
either the vapour phase, in a supercritical fluid phase, or by using an oxide-
assisted growth technique without catalyst clusters. Another prominent method
employed is bulk nucleation and growth of nanowires with plasma assisted
growing from the melts of low-melting point material and also directly from the
solid phase from bulk material. The subject of particular interest is application
of low temperature reactive plasmas, also called chemically active plasmas, for
direct plasma surface nanofabrication processes. These plasmas are mostly
generated in high frequency discharges like microwave or radiofrequency
discharges, where suitable radicals for nanofabrication can be generated. In
presented cases, we used rf oxygen plasma glow discharge of weakly ionized
highly dissociated plasma for nanostructuring various bulk metals. On the
surface of metals, metal oxide nanowires / nanocones / nanobelts / nanodots can
be grown during exposure to oxygen radicals directly on solid-solid interface.
As simulations and experimental results showed, the ionized gas environment is
decisive in sustaining the growth of tall and sharp nanotips or nanowires. It is,
however, not yet known, how the surface properties of a material change with
the growth of nanostructures and the presence of other radicals. This becomes
very important when we deal with reactive plasma process, where
nanostructures like nanowires grow spontaneously from solid state material, so
no building material is supplied from the gas phase. The growth of metal oxide
nanostructures from bulk phase can be explained by of synergetic interaction of
low energy ions and high flux of neutral oxygen atoms entering to the surface
and changing its structural properties. After initial solid phase transformation of
metal to metal oxide where nuclei are formed on the surface and the surface is
in unstable stage. This stage of growth can be seen in some nanowires like neck
region without proper crystal lattice orientation, and is responsible for later
growth and shape of nanowires. It seems that the surface charge and its
distribution create this unstable environment in which the nanowires can be
erected and grown vertically instead of growing into thin film.
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General Lecture

PROPERTIES OF PLASMAS PRODUCED BY
LASER ABLATION WITH SINGLE AND DOUBLE
PULSES

J. Hermann, L. Mercadier, S. Noél, E. Axente, S. Beldjilali, M. Cirisan,
E. Mothe, W.L. Yip

LP3, CNRS - Aix-Marseille University, Luminy, Marseille, France

Abstract. Pulsed laser ablation has attracted a strongly increasing interest over
the past two decades. The advances in the understanding of laser-material
interactions as well as the technological progress in compact and reliable laser
systems made laser ablation promising for many applications such as thin film
deposition, nanostructuring of materials, surface treatment, nanoparticle
generation and material analysis. Due to the high power density of focused laser
radiation, pulsed laser ablation leads to the formation of a plasma characterized
by large initial values of temperature and density. The plume undergoes fast
expansion during which the temperature and density rapidly decrease.

single-pulse 1r double-pulse
1x4 Jecm?2 2x2Jcm™

nanoparticules — nanoparticules

~ atoms
atoms %
'

0 1 2 3 4 50 1 2 3 4 5
Distance from target (mm)

Intensity (a.u.)

Figure 1. Plasma images and derived intensity distribution for short pulse laser
ablation of titanium. The double pulse increases the plume atomization.

Recent investigations demonstrated that the irradiation with so-called
“double-pulses” may improve the properties of the laser-induced plasmas in the
view of different applications. In the present paper, we discuss the physical
mechanisms responsible for the plume changes that occur when an additional
delayed laser pulse is applied.
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Topical Lecture

GUIDING OF SLOW HIGHLY CHARGED IONS
THROUGH TAPERED GLASS CAPILLARIES

Tokihiro Ikeda

Atomic Physics Laboratory, RIKEN, 2-1 Hirosawa, Wako, Saitama 351-0198
Japan

Abstract. We have developed a method to produce microbeams of keV energy
highly charged ions (HCIs) with tapered glass capillary optics. Slow (keV
energy) HCIs have high ability to modify surfaces and cause efficient sputtering
without damaging the substrate very much. Once a microbeam is available, these
functions specific to slow HCIs can be used to realize, e.g., micro-patterning of
modifications and element-sensitive micro-imaging. However, microbeam of
slow HClIs is not yet practically available because HCI beams are sometimes so
weak for using a collimator or slit. In addition, when magnetic and/or
electrostatic lenses are combined, good emittance is required. We have proposed
the capillary guiding of slow HCI beams through tapered insulator capillaries
which is based on a self-organized charge up on the capillary inner wall. We
obtained the following findings using 8 keV Ar®" beam through a tapered glass
capillary whose outlet diameter was 24 ym@ [1]; (1) the transmission started a
few seconds after the initial beam entered the capillary inlet, (2) the initial charge
state and the kinetic energy were kept, and (3) the extracted beam followed the
capillary axis even when the capillary was tilted by up to 5°. Furthermore, the
taper can provide the advantages; (A) it can enhance the density of the extracted
beam, and (B) the size of the extracted beam is the same size of the outlet. And
relatively low cost to introduce the capillaries for microbeams is also an
attractive point. In this lecture, the transmission feature of slow HCI beams
including bent Teflon tubes [2] will be reported. And microbeams of MeV ions
produced by the tapered glass capillaries with end windows [3] for the
irradiations of human cancer cells and Escherichia coli bacteria, and micro-
patterned coating on polymer surfaces, will be introduced.
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Topical Lecture

COMPREHENSIVE PLASMA DIAGNOSTICS FOR
AN ECR ETCHER

Vladimir Milosavljevié

Faculty of Physics, University of Belgrade, Serbia
School of Physical Science & NCPST, Dublin City University, Dublin, Ireland

Abstract. Semiconductor processes using non-equilibrium plasmas are
indispensable for the manufacture of ultra large scale integration, solar cells,
liquid crystal devices, etc. In the last two decades, electrical and optical
emission spectroscopies have been successfully used for measurements and
control of plasma products in technological relevant plasma chambers. This
work presents a Phase Resolved Optical Emission Spectroscopy (PROES) in
conjunction with Retarding Field Energy Analyzer (RFEA), for one of the
typical industrial chambers as the Electron Cyclotron Resonance (ECR)
plasma etcher. The PROES study a light modulation by the RF bias of ECR
and the RFEA measures an ion energy distribution function. The experiment
is conducted in pure argon discharge and with SiO, wafer. The ECR etcher
has a 2.45 GHz microwave generator with a maximum power up to 2kW,
magnetic field of 90 mT and 2MHz RF bias with maximum power of 250 W.
The PROES is done by the ICCD camera which can be operated with a
repetition rate of 2 MHz synchronously (triggered) with the RF bias. The
integration gate is locked to a fixed phase position within the RF cycle (500
ns) and gives exactly 128 intervals over the 2x RF cycle.

The measurement of atomic oxygen spectral lines intensity from 777 triplet,
in the respect of RF bias, is presented. At the beginning of a discharge (pure
argon plasma) there is no oxygen in gas phase, but there is oxygen in the
solid state, i.e. in SiO, lattice. Thus, measurement of ion-flux is essential for
quantification of oxygen in the discharge. The frequency of the microwave
generator is too high (too fast) for triggering of the ICCD camera, and
therefore the PROES is done in the respect of RF bias. This can be justified
by the fact a production of oxygen is mostly due to RF voltage oscillation
across the wafer and argon ion bombarding of the its surface (SiO, wafer).
We use a floating RFEA design for RF driven bias. The RFEA is designed to
sit on the wafer surface and signal cabling is taken out through a reactor turbo
vacuum pumps tunnel. The strong correlation between the ion-flux,
ellipsometry and the PROES data has recorded.

This work was a part of the projects supported by the Ministry of Education
and Science of the Republic of Serbia (grant No. OI171006) and SFI
Precision project of Republic of Ireland.
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Topical Lecture

ON PLASMON PROPERTIES OF NANOMETRIC
SYSTEMS EXPOSED TO ION BOMBARDMENT

J.L. Gervasoni”

Centro Atomico Bariloche, Comision Nacional de Energia Atomica, Avenida
Bustillo 9500, 8400 S.C. de Bariloche, Rio Negro, Argentina.

# Also member of Scientific and Technological National Council (CONICET),
Argentina

The discovery of graphene monolayers and the relevance of their potential
applications have stimulated the interest in describing its electronic properties,
and in particular those that distinguish it from graphite. Electron energy loss
experiments provide a way to study electronic structure of solids and are
especially useful for characterizing surfaces and nanostructures [1]. In addition,
the low energy-loss part of a spectrum, dominated by collective (plasmon)
excitations, is very sensitive to the geometry of the sample.

In this talk, we give a brief description of the excitation of plasmons due to the
incidence of a charged particle on a graphene monolayer, applying a
quantization procedure to the two-fluids hydrodynamic model developed by
Mowbray et al. [2] for planar surface.

We calculate the dispersion relation of characteristic plasmon modes and the
average number of plasmons excited for various trajectories of the incident
particle corresponding to different experimental situations [3]. With this, we are
able to obtain the energy loss probability for a particle passing through or
reflecting from a graphene layer and compare it with experimental spectra.

This approach enables us to study the effects of multiple plasmon excitations by
ion beams, similar to the EELS studies of thin metallic films on solid surfaces.
Such a study can help elucidate which plasmon modes are most effectively
excited depending on the incident ion trajectory.

The present calculation allows us to obtain several quantities in terms of the
average number of excited plasmons, such as the stopping power, energy loss
spectra and total energy loss.

We study these quantities as functions of various relevant parameters with
physical meaning: the velocity of the incident ion, the distance to the surface,
the inclination of the trajectory with respect to the tube’s axis, etc.

The obtained results can be directly compared with experimental energy loss
data and may help to understand the role of electronic channels in energy
deposition in carbon nanostructures during ion irradiation.
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Progress Report

THE NON-RESONANT NEUTRALIZATION
DYNAMICS OF THE MULTIPLY CHARGED
RYDBERG IONS ESCAPING SOLID SURFACES

S. M. D. Galijag, N. N. Nedeljkovié, M. D. Majki¢ and M. A. Mirkovi¢

Unuwversity of Belgrade, Faculty of Physics, P. O. Box 868, Belgrade, Serbia

Abstract. The theoretical study of the neutralization dynamics is essen-
tial for describing a variety of complex ion-surface processes. We investigate
the intermediate and final population of the Rydberg states (ng > 1,14 =
0 — 3,ma) of multiply charged ions escaping solid surfaces by using the
two-state vector model (TVM). All our calculations have been carried out
for intermediate velocities (v = 1 a.u.) of the cousidered ions. Within the
framework of the proposed time-symmetrized quantum model, the state of
a single active electron is described by two wave functions ¥ and Wy. The
electron capture is a non-resonant and characterized by the selective pop-
ulation of the ionic Rydberg states. The final population probabilities are
obtained in relatively simple analytical form, which enable us to elucidate
the role of the ionic core polarization and to analyze the na, Ia and v prob-
ability distributions. We consider the ions SVI, CIVII and ArVIII with core
charges Z = 6,7 and 8, respectively, and the ions KrVIII and XeVI11I with
Z = 8. Moreover, we apply the model on two different surfaces in order to
emphasize the influence of the solid work functions.

A discussion also concerns the appearance of resonances (pronounced
maxima at na = n.es) in the probability distributions for the population of
the Rydberg states. The resonances are explained by means of an electron
tunneling in the very vicinity of the ion-surface potential barrier top. To
include this specific feature of electron transitions, the appropriate etalon
equation method is used in the calculation of the function ¥;. The ef-
fect of the ionic core polarization is associated with the function Wy, The
population probabilities for na & n,.s are complemental to those obtained
for na < nres, and in sufficiently good agreement with available beam-foil
experimental data. The pronounced resonance in the final population dis-
tributions are recognized only in the case of ArVIII ion and for the lower
values of the solid work function (argon anomaly).
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Progress Report

INTERMEDIATE STAGES
OF THE NEUTRALIZATION
OF MULTIPLY CHARGED IONS
INTERACTING WITH SOLID SURFACES

M. D. Majki¢, N. N. Nedeljkovi¢ and S. M. D. Galijas

University of Belgrade, Faculty of Physics, P. O. Box 368, Belgrade, Serbia

Abstract. We consider the electron capture (neutralization) into Rydberg
states of multiply charged ions interacting with solid surface in the normal
(escaping) and in the grazing incidence geometry. The time-symmetrized
two-state vector model is used to investigate the intermediate stages of
the population dynamics. For the fixed initial and final states of the active
electron, the two wave functions which evolve simultaneously in two opposite
directions of time (by two scenarios), are used to describe the transitional
electron state.

We analyze the population of the Rydberg states of multiply charged
ions SVI, CIVII, ArVIII, KrVIIT and XeVIII, escaping solid surfaces in the
normal direction, at low perpendicular velocity v; <« 1 a.u. Also, in order
to get a possible experimental verification of the two-state vector model,
we consider the intermediate stages of the Rydberg state-population dy-
namics in the scattering geometry. We examine the multiply charged ions,
considering the Ar?*, Kr?* and Xe?" ions with core charges Z € [5,35]
(in a.u.) colliding with conducting solid surface at velocity v with parallel
component v < vp, where vp is the Fermi velocity of the solid, and with
low perpendicular component (v; < 1 a.u.). In both considered geometry,
the main idea is to obtain the information about the position and the mag-
nitude of the population process for the fixed initial and final states of the
active electron.

The results are compared with the classical overbarrier predictions
and the measured kinetic energy gain due to the image acceleration of the
ions. Relevance of the obtained results for the multielectron population is
briefly discussed. It is demonstrated that the parallel ionic velocity influ-
ences the position and the magnitude of the population process.
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Progress Report

COMPOSITION AND STRUCTURE
MODIFICATION OF A WTi/Si SYSTEM BY
NANOSECOND AND PICOSECOND LASER

PULSES

Suzana Petrovié¢

Institute of nuclear science Vinca, Univestity of Belgrade, P.O.B. 522, 11001
Belgrade, Serbia

A study of morphological and composition changes of the WTi/Si system
induced by nanosecond and picosecond laser pulses is presented. Laser-induced
damage of solid materials, particularly on the surface, depends on the material
characteristics (surface state, fabrication, etc), laser parameters (pulse duration,
wavelength, number of accumulated pulses, etc) and conditions of irradiation
(vacuum, gas atmosphere, the gas pressure, etc). In the case of laser pulses
longer than a few tenths of a picosecond, the laser-induced processes can be
considered as thermally activated. The material on the surface is melted and
resolidified in almost all cases. Thermal effects are more expressed for the
nanosecond laser pulses used. The advantage of applying shorter laser pulses for
material modification is better localization of surface changes and negligible
collateral thermal damage. WTi alloy as a refractory material possesses very
good physico-chemical properties, such as thermochemical stability, high

melting temperature, etc.

A 190 nm thick WTi film was deposited on a silicon substrate of n-type (100).
The pulsed laser systems used were: nanosecond TEA CO2 laser (emission,
10.6 um; pulse FWHM; pulse duration 120 ns) and picosecond Nd:YAG laser
(emission, 532 nm; pulse FWHM; pulse The laser-induced morphological and
composition modifications showed a dependence on pulse duration. The
following morphological changes were observed: (i) ablation/exfoliation of the
WTi thin film, (ii) appearance of hydrodynamic features such as resolidified
material, and (iii) formation of nano-sized grains and globules. Overall
morphological modifications were more pronounced after the picosecond laser
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action. The surface composition analysis showed a quite different distribution of
sample components depending on the pulse duration. Formation of the silicon
dioxide (Si0O,) was recorded only in the case of irradiation of the WTi/Si system
by picosecond laser pulses.duration 40 ps). During experiments the used
fluences had similar values, of about 2°' ™2 in case of the TEA CO2 laser and

approximately of 16 J cm* for the Nd:YAG laser.
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Progress Report

LOW DIMENSIONAL TI-OXIDE BASED
STRUCTURE: FROM SrTiO; TO TiO,

Milan Radovi¢"*?

"'VINCA Institute of Nuclear Sciences Atomic Physics Laboratory,
University of Belgrade, Serbia
? Institut de la Matiere Complexe, EPF Lausanne, CH-1015, Lausanne,
Switzerland
“Swiss Light Source, Paul Scherrer Institut WSLA 206 CH-5232 Villigen,
Switzerland

Transition metal oxides (TMO) form altogether a very wide class of
materials, which has attracted since decades the attention of scientists for
showing highly diversified and unusual electronic properties.

Strontium titanate (SrTiO;) belongs to the class of particularly important
TMO materials with the general formula ABO;. This material is a common
used a substrate material for electronic oxide thin film devices. This,
widespread, application of SrTiO; (STO) requires the optimization of the
processes that can reproducibly produce a high quality terminated surface.
While TiO2 terminated surface can be routinely obtain by the chemical
etching and the post-annealing processes, SrO termination is very difficult to
achieve. Here, the development of obtaining high quality SrO termination by
resorting of STO heteroepitaxial growth on the A-site terminated (110)
NdGaOj; substrate will be presented [1].

Titanium dioxide (TiO,), another representative of TMO materials, occurs
in several forms such as rutile, anatase and brookite. Anatase is a TiO,
polymorph which is less stable than rutile (it is a low-temperature phase), but
more efficient for several applications such as catalysis or dye-sensitized
solar cells. Anatase powder is commercially available but in form of thin
solid film is more appropriate for photocatalytic applications. Therefore,
improving techniques of the anatase TiO, thin film deposition is of great
importance and some of new progress will be discussed [2].
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ELECTRON EMISSION FROM A METAL
NANO-TIP BY ULTRASHORT LASER PULSES

G. Wachter', C. Lemell' and J. Burgdorfer'

!Institute for Theoretical Physics, Vienna University of Technology, Wiedner
Haupstrafie 8-10, A-1040 Vienna, Austria, EU

Abstract. The interaction of few-cycle laser pulses with nanoscale metal tips
provides a unique testing ground for strong-field physics in a confined solid state
environment. We theoretically investigate the spectrum of emitted electrons,
which is directly related to the quantum dynamics at the surface.

The light field near the nano tip is described by solving Maxwell’s equations by
the finite differences time domain method (FDTD) (Fig. 1a). Strongly enhanced
fields near the apex of tips of subwavelength size trigger coherent electron
emission from a nanoscale emission area. The time-dependent electric field at the
tip surface enters a quantum simulation of surface electron dynamics based on
time-dependent density functional theory (TDDFT). The energy spectrum of
emitted electrons calculated from the time-dependent electron density is in good
agreement to experiment (fig.1b). An intuitive wavepacket model is used to
interpret the electron spectra, allowing for example the extraction of the locally
enhanced electric field at the tip apex.
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Figure 1. (a) A near-infrared laser pulse polarized along the axis of the tip
impinges upon a tungsten tip. Near the tip, the electric field is phase-shifted and
distorted. (b) The kinetic energy spectrum of emitted electrons calculated by
time-dependent density functional theory (TDDFT).
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Progress Report

DISSOCIATIVE ELECTRON ATTACHMENT
MEASUREMENTS AND TDDFT CALCULATIONS
OF THE EXCITATION ENERGIES IN Pt(PF 3),:
SYNERGY BETWEEN THE EXPERIMENT AND
THEORY

Matija Zlatar', Olivier May?*, Maja Gruden-Pavlovi¢® and Michael Allan?

!Center for Chemistry, Institute for Chemistry, Technology and Metallurgy,
University of Belgrade, Belgrade, Serbia
’Department of Chemistry, University of Fribourg, Fribourg, Switzerland
‘Faculty of Chemistry, University of Belgrade, Belgrade, Serbia

Abstract. Pt(PF;),, is a tetrahedral d'° complex, used as a platinum precursor for
the deposition of a carbon-free platinum nano-sized wires in the method of
focused electron beam induced processing (FEBIP). In an attempt to to
understand the mechanism of the deposition process several electron driven
processes were studied: i) elastic scattering, which changes the direction of
electron propagation and spreads the electron beam; ii), vibrational excitation,
which cools the electron and heats the sample; iii) electronic excitation, which
leads to a decomposition of the excited precursor into neutral fragments; iv)
dissociative electron attachment, which leads directly to the decomposition of the
precursor molecules. Electronic structure of the complex was analyzed with the
aid of Density Functional Theory (DFT), using fragment molecular orbital
approach and energy decomposition analysis. Relativistic effects were included
via zeroth-order regular approximation self-consistently in the ground state
calculations, in two ways: scalar-relativistic, which takes into account velocity of
the electrons near the nuclei, and two-component approximation that takes into
account spin-orbit coupling. Excitation energies were calculated with the time
dependent DFT (TDDFT) formalism in a non-relativistic, scalar-relativistic and
spin-orbit coupling manner with SAOP (the statistical average of orbital
potentials) potential. Taking into account relativistic effects, is found to be
crucial for a good agreement with the experimental findings. In summary,
various experimental investigations of the electron driven processes in Pt(PF;),
combined with electronic structure calculations, are indispensable for deeper
understanding of the mechanism of the deposition process, which may indeed
help to improve the quality of the FEBIP generated material and to possible
design of the new ones.
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ENERGY AND ANGULAR DISTRIBUTION OF
ELECTRONS TRANSMITTED THROUGH A
SINGLE GLASS MICROCAPILLARY
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! Laboratory for atomic collision processes, Institute of Physics, University of
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7 School of Electrical Engineering, University of Belgrade, Bulevar kralja
Aleksandra 73, 11120 Belgrade, Serbia

Abstract. We present an experimental study on transmission of low-energy
electrons at the incident energy of 200 eV through a single glass microscopic
capillary (inner diameter: 0.15 mm, length: 12.4 mm). The energy and angular
distributions of electrons passing through the cylindrical shaped capillary were
measured for different tilt angles of the capillary in reference to the incident
electron beam direction. The angular distributions suggest possible existence of
guiding effect. However, the measured energy spectra show that electrons also
suffer inelastic processes inside the capillary,

1. INTRODUCTION

The transmission of electrons through insulating (micro) nanocapillaries
with high aspect ratio has been attracting large interest in recent years. This
research is motivated both by potential application of low-energy electron
manipulation at (micro) nanometer scale in highly developing bio-
nanotechnologies and possibility to investigate fundamental processes of
electron-surface interactions. The investigation of the transmission of electrons
through highly insulating nanocapillaries has been triggered by an intensive
research on guiding of highly charged ions (HCI) by insulating capillaries. The
first pioneering experiment on guiding of HCI by insulating PET nanocapillaries
were reported by Stolterfoht and coauthors in 2002 [1], followed by a large
amount of papers presenting both experimental and theoretical results, as well as
interesting applications of this effect (see e.g. [2]).

" e-mail: vraz@ipb.ac.rs
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The first results on electron guiding by array of insulating
nanocapillaries made in Al,O3 and PET were reported in 2007 by Milosavljevié¢
et al. [3] and Das et al. [4], respectively. In recent years, a number of
experimental and theoretical results on electron guiding have been reported for
different types of insulating micro and nanocapillaries [5]. Furthermore, the
processes of electron transmission through insulating capillaries appeared to be
more complex than in the case of HCI guiding, where the guiding is dominantly
due to the Coulomb deflection. In the case of electrons the close electron-surface
interaction and secondary electron emission, as well as Coulomb deflection,
must be taken into account [6]. Actually, different reported results suggest that
some of these processes can be more or less pronounced, which might also
depend for example on the type of insulating capillaries, the incident electron
current, and energy.

In the present contribution we present preliminary results on
transmission of low-energy electrons of 200 eV through a single glass capillary
of high aspect ratio. We investigate both angular distribution of electrons
transmitted with the incident energy and energy distribution of electron escaping
the capillary.

2. EXPERIMENTAL

2.1 Preparation of microcapillaries

The glass capillary sample was prepared at the ATOMKI laboratory in
Debrecen, Hungary. The high aspect ratio single glass capillary was obtained by
heating a straight glass tube made of Borosilicate glass and stretching it by
applying constant force at the two ends. The final capillary sample with a
desired diameter was cut by a diamond cutter and polished in order to obtain
smooth surface. Previous measurements in the ATOMKI laboratory for similar
samples have shown a smoothness of about 3 nm, and x-ray photoelectron
spectroscopy (XPS) shows the cleanliness.

The front side of the capillary tube and its holder was coated with a
layer of graphite to prevent excess charges upon electron bombardment of the
capillary holder. The sample was fixed into an aluminium disk holder and a
UHV compatible glue was used to fix the tubes. In the present case, the glass
capillary has the inner diameter of ¢=0.15 mm and the length of /=12.4 mm,
therefore, the aspect ratio (//d) is 82.6.

2.2 Experimental setup

The measurements of transmission of electrons through the single glass
microcapillary were performed in the Laboratory for atomic collision processes
at the Institute of Physics Belgrade, Serbia. The modified crossed-beams
experimental setup has been essentially described previously [3,6]. Briefly, the
setup includes an electron gun and a double cylindrical mirror energy analyzer.
This system allows measurements of transmitted current at incident electron
energies from about 100 eV to 350 eV, variation of both tilt and observation
angles and an energy analysis of transmitted electrons. The electron gun
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produces a well collimated electron beam, with a diameter and an angular
divergence estimated to be approximately 1 mm and 1° at 200 eV of the incident
energy, and with an energy spread of about 0.5 eV. The used incident electron
beam current sent to the entrance of the microcapillary was typically about 10
nA but further measurements are needed for an estimation of the electron flux
entering the capillary. The base pressure in the experimental chamber was about
5%x10"" mbar.

The glass capillary sample fixed on its holder was mounted on a target
holder made of Al, allowing a change of the orientation of the capillary axis
with respect to the electron beam direction (see Figure 1). The transmitted
electrons, after being selected by energy are detected by a single-channel
electron multiplier working in a single-counting mode. The energy spectra of
outgoing electrons were measured in the constant pass-energy mode of the
energy analyzer by adjusting the retarding potential of the entrance electrode,
with the overall resolution of about 1.0-1.5 eV (full width at half-maximum —
FWHM).

Figure 1. Photo of the experimental setup. The capillary sample, mounted on a
rotatable holder, is shown in the middle of figure; the entrance of the energy
analyzer is on the left and electron gun on the right side.

3. RESULTS

Figure 1 shows the results of our preliminary measurements. Figure 1a
shows the angular distributions of electrons transmitted through the single glass
capillary at the incident energy of 200 eV, at three different tilt angles of the
incident electron beam with respect to the capillary direction. The
measurements were performed by fixing the angle between the capillary and the
incident beam (measured by a resistor) and then by recording the signal
intensity (count rates) of transmitted electron current as a function of the
observation angle — the angle between the capillary direction and the axis of the
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entrance electron lens of the analyzer. The zero tilt angle has been
approximately defined in the present case according to the maximum
transmitted signal. The results show transmission of electrons even at large tilt
angles, where direct transmission should be geometrically prevented, thus
suggesting en existence of the guiding effect.
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Figure 2. (a) Angular distribution of electrons transmitted through the capillary
at the incident energy, for different tilt angles (). (b) Kinetic energy
distribution of electrons escaping the capillary at the tilt angle of 6°.

Figure 2b. shows the measured kinetic energy distribution of electrons
escaping the capillaries at large tilt angle. Except the dominant peak at about
200 eV corresponding to elastic transmission, there is a significant fraction of
electrons that suffer inelastic collisions.
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Abstract. High density polyethylene (HDPE) has been modified by Au" ions
implantation with the energy of 200 keV. The doses of implanted gold ions were:
1 x 10,5 % 10" and 1 x 10'® ions/cm”. Surface topography was observed by
atomic force microscopy (AFM), while surface composition changes were
detected by phase imaging AFM. Phase analysis of AFM images has shown that
both physical and chemical changes occurred on the surface of HDPE and that
those changes depended on the implantation dose. Physical changes are
confirmed by the analysis of mean square roughness and power spectral density
(PSD) slopes as functions of the implantation dose.

1. INTRODUCTION

Polymeric solid materials have been applied to many fields ranging
from everyday life to low- and high-technology engineering due to their many
unique advantages such as light weight, mold ability, ability to form complicate
shapes, corrosion resistance, versatile electronic properties, and low
manufacturing cost [1]. It has been proven that ion implantation technology is
very attractive for modifying the surface properties of metals and
semiconductors as well as polymers [2]. The structural changes caused by high
energy ions give improvements in hardness, wet ability, surface chemical
activity, cross-linking and other properties [3].
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2. EXPERIMENTAL PROCEDURE

Commercial 2 mm thick table of high density polyethylene (0.945
g/em®) was mechanically polished with 4000 grade polishing paper, cleaned in
ultra-sonic bath in ethanol solution and rinsed with 18.2 MQ deionised water.
Initial HDPE samples were implanted by Au’ ions with 200 keV in the ion
implanter chamber. The working pressure in the chamber was 1 x 107 Pa. The
source of gold ions was a gold wire with very a high purity. Multimode
quadrex SPM with Nanoscope Ille controller (Veeco Instruments, Inc.),
operated under ambient conditions was used in this work using probe holder
with a commercial Veeco FESP probe with a cantilever length of 225 um.

3. RESULTS AND DISCUSSION

AFM images of the untreated HDPE (not shown) consist of relatively
smooth grainy structure with grain boundaries not clearly defined in a
corresponding phase image. Figure | shows surface topography (left column)
and phase AFM images (right column) of the HDPE samples implanted by Au "
jons with the doses of 1 x 10" jons/cm® (a,b), 5 x 10" ions/cm? (c,d) and 1 x
10" ions/cm’ (e,f).Z range for all topography images is 100 nm, while for phase
images is 100°.

< 00
Timemer

Figure 1. Surface topography and phase AFM images 2 pm % 2 um of the
HDPE implanted by Au ions
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The sample implanted by gold with the dose of 1 x 10" ions/cm®
shows the presence of larger grains and great increase in surface roughness.
Increasing the implantation dose to 5 x 10" ions/cm?, leads to the disappearance
of large polymer grains and to the formation of smaller and more densely
packed, narrow shaped agglomerates. For the highest implantation dose of 1 x
10'® ions/cm?, there is no significant change compared to the previous case,
except that the grains are more compact.
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-2.44
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Figure 2. a)The dependence of the average surface roughness of Au/HDPE
samples on the implantation dose; b) The dependence of the PSD slope on the
implantation dose.

The maximum surface roughness of 24.3 nm is achieved for the lowest
implantation dose of 1 x 10" jons/cm®. Increasing the dose up to 5 x 10"
ions/cm®, the roughness is highly reduced to 5.6 nm, while with a further
increase to 1 x 10'® jons/cm? the roughness again increases insignificantly to 9.4
nm. According to the RMS roughness measurements, calculations of the two-
dimensional power spectral density (2-D PSD) were performed from AFM
topography images. Slope of PSD function tells us about the dominant
processes in the subsurface area of the HDPE sample due to the implantation of
gold ions. For the lowest implantation dose of Au ions, a great change of the
PSD slope is observed compared to the untreated HDPE. It can be concluded
that the RMS and PSD gives the opposite trend in defining the parameters of the
surface.

Phase diagrams of the changes that occurred on the surface of HDPE
after the implantation of Au ions are presented in Fig.3.The peak position of the
untreated HDPE is at the value of 35.12 °. For the implantation dose of 1 x 10"
ions/cm’, the phase peak shifts slightly to the value of 33.98°. This confirms
very small change in the surface viscosity but the relative peak intensity is
reduced. Increasing the implantation dose up to 5 x 10" ions/cm’, there is a
further shift of the phase peak to the value of 9.62 °. Significant changes in
surface viscosity can be explained by a greater degree of re-arranging and better
cross-linking [4]. For the highest implantation dose large changes in surface
viscosity are not observed.
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Figure. 3. Surface phase composition of the HDPE implanted with Au" ions [4]

The high dose of gold ions breaks covalent bonds and releases a large
number of free electrons. A number of unpaired electrons and free radicals are
the basis for the complex reactions that occur in the polymer after implantation.

4. CONCLUSIONS

High density polyethylene has been modified by Au" ion implantation
with the energy of 200 keV, with the doses of 1, 5 and 10 x 10 '* ions/cm®. As a
consequence of gold ion implantation, significant structural and morphological
changes on the surface of HDPE are observed. AFM microscopy was confirmed
that as a result of ion implantation both physical and chemical changes occur.
Analysis of RMS and PSD parameters confirmed different reaction mechanisms
as a function of implantation dose.
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Abstract. We study dynamic polarization of freestanding multilayer graphene
induced by an external charged particle moving at an arbitrary angle of
incidence. We evaluate the probability density for energy loss of fast electrons
traversing graphene and compare it with available experiments.

1. INTRODUCTION

Graphene is a flat monolayer of carbon atoms tightly packed into a two-
dimensional (2D) honeycomb lattice [1]. It is a basic building block for graphitic
materials of all other dimensionalities: highly oriented pyrolytic graphite (a stack
of graphene layers), carbon nanotubes (rolled-up cylinders of graphene) and
fullerene molecules (consisting of wrapped graphene by the introduction of
pentagons on the hexagonal lattice) [2]. Interactions of moving charged particles
with various carbon nanostructures have been investigated in recent years, e.g.,
in the electron energy loss spectroscopy (EELS) of carbon nanotubes [3],
isolated layers of freestanding graphene [4] and single-layer graphene (SLG)
lying on a strongly polar substrate, such as SiC [5].

In order to better understand particle interactions with layered graphitic
nanostructures and motivated by these developments, we derive the expressions
for the total energy loss and the probability density for losing the energy.

Note that we use Gaussian electrostatic units, set /2 =1 and denote the

charge of a protonby e > 0.

2. BASIC THEORY

We use a Cartesian coordinate system {R,z} with R={x,y} and
assume that graphene layers occupy planes z,=(n—1)d, where

n=12,....N and d ~3.35A is the interlayer spacing. Following Ref. [6].
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one can express the induced potential in the system @, ,(R,z,f) by using the

Fourier transform with respect to coordinates in the xy plane, R — k, and
time, f > @, as:

P g 2z 7 —k|z-z,]|
®,,(k.z.0) ZZTO],UC, 10)% " )

n=1

where O-n(k? @) is the Fourier transform of the induced charge density (per

unit area) on the mth layer, which may be written in a self-consistent field
approximation as:

O'”(}C.,CU) = _ezl(};a (0)[(1) (}{.9 zn’a)) + (Dmd(};-" Zn’a))] (2)

exr

with y(k,®) being the polarizability function of the SLG and D, (R, z,1)
being the external potential. From the charge density of the incident electron,
Py (R.z,t)=ZeS(R—vit)5(z—v 1), where Z=—1 and v| and v, are

the components of the particle velocity parallel and perpendicular to the
graphene planes, respectively, one obtains:

J'fm—;-; )z

dnZev, e

®,,, (k.z,0) = —=—— ,
(@—k-v) +(kv))

On inserting Eq. (3) into Eq. (2) and combining with Eq. (1), one may
obtain a self-consistent expression for the induced potential. Then, the total
energy lost by the incident electron may be evaluated from [7]:

By = —J Pext (}é, z,1) W d* Rdzdt )

Using the symmetry properties of the function y(k,®) at zero temperature,
one may express Eq. (4) as:

E,.= J-coPN (w)dow %)
0

3. RESULTS

We evaluate the probability density P, (@) for losing the energy @
that appears in Eq. (5) and compare it with the experimental EEL spectra of
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freestanding multilayer graphene for N =1 and 2, corresponding to a SLG
and a bilayer graphene (BLG), which were taken under the normal electron
incidence (hence v| = () at energy 100keV [4].

To do so, we adopt from Ref. [7] a planar version of the 2D, two-fluid
hydrodynamic model for graphene’s & and & electrons that gives

A=Xs +er for SLG, where:

0372
n.k

*
v

m

©6)

(k,0)=
7 (k) stk + o) —ao(w+iy,)

L0 . s .
with n,, m_, s,, @, and y, being the equilibrium surface number density of

wr
electrons, effective electron mass, acoustic speed, restoring frequency and the
damping rate in the vth fluid (where v = &, ), respectively.

Taking m: to be the free electron mass and using the unperturbed

surface electron densities of SLG, ni ~115nm™? and nf{ ~ 38 nm™, we treat
the remaining parameters in Eq. (6) as adjustable. The best fit to the
experimental EEL spectra is found for @_ =13.06eV, @, =4.08eV,

Yy, =272eVand y, =2.45eV.

The results for P, (@) were calculated with N =1, 2 and 3 for
three values of the incident electron energy and presented in Fig. 1. The most
important trends seen in Fig.1 are that when the incident electron energy F£
decreases and the number of carbon layers N increases both the 7 and
o+ plasmon peak positions move to higher energies @ and the peak
heights increases.

The density P, (@) is also compared in Fig. 1(b) with the
experimental curves from Fig. 1(e) of Ref. [4], corresponding to a SLG and a
BLG. One notes that the experimental curves are well reproduced for energies
@ 2>3eV, both in magnitude and in the shape of spectra. The complete

vanishing of the experimental spectra at energies below 3eV may be a
consequence of the method used in their subtraction of the zero-loss peak.
We have also evaluated the total energy losses from Eq. (5) and found

that, for N =1, 2 and 3, E,  =5.55,10.5 and 15.3¢eV for £ =1keV,
E,.=0.89,1.72 and 2.51eV for E=10keV,and £, =0.14, 0.28
and 0.42ev for E=100keV, showing that the total energy loss
approximately scales with N .
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Figure 1. Probability density P, (@) (in 1/eV) versus energy loss @ (in eV),

calculated for N =1 (solid lines), N =2 (dashed lines) and N =3 (dotted
lines) graphene layers, at three energies of incident electrons: (a) £ =1keV
(thin lines) and £ =10keV (thick lines), and (b) £ =100 keV along with the
corresponding experimental EEL spectra from Ref, [4] for N =1 and N =2
[noisy (gray) curves].
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Abstract. The time-symmetrized, two-state vector model is used to inves-
tigate the intermediate stages of the population dynamics of the Rydberg
states of multiply charged ions interacting with solid surface in the grazing
incidence geometry. The effect of parallel projectile velocity (in respect to
the surface) is considered as kinematic effect. The population probabilities,
with inclusion of the reionization, are obtained in the analytic form. The
ion Ar'?T interacting with Al-surface is considered as an example. It is
demonstrated that the parallel ionic velocity influences the position and the
magnitude of the population process.

1. INTRODUCTION

In order to elucidate the intermediate stages of the electron ex-
change dynamics in the ion-surface system, we developed the two-state
vector model (TVM); the model has been introduced in [1] in which the
proton neutralization was considered and has been developed ever since in
our group. In our recent works we have analyzed the population of the Ry-
dberg states of multiply charged ions escaping solid surfaces in the normal
direction, at low velocity [2] and for v ~ 1 a.u. [3]. However, the scat-
tering geometry that provides interesting new phenomena and insight into
ion-surface interactions [4] has not yet been considered by the model.

In the present article, we examine the multiply charged ions Ar
in the scattering geometry under the grazing incidence within the framework
of the TVM. The primal idea is to obtain the information about the position
and the magnitude of the population process for the fixed initial and final
states of the active electron. We recall that the TVM is developed to resolve
that kind of problems; for this, the transitional electron state is described
simultaneously by two state vectors |Uy(t)) and |[Us(t)) evolving in two
opposite directions of time. The first state vector evolves from the initial
state (electron in the solid) ”preselected” at the initial time ¢ = ¢;,, towards

12+
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the future, while the second state vector evolves from the fixed final state
(electron bound to the ion), "postselected” at the final time t = tg,.

2. TVM FOR THE INCIDENCE GEOMETRY

In order to adapt the TVM to the grazing incidence geometry, the
population process is considered in the coordinate system S moving with
velocity v along the surface. We use the simple fact that the state [¥y(t))

in the S and the state |\I!§0) (t)) in the system S© in rest (for v = 0)
are connected kinematically. That is, it is sufficient to take into account
the shifting k— Kk =Fk+ Cj of the metal electrons momenta by constant
momentum Q = —1), using an angle averaging ( f>QE, of the velocity mod-
ified Fermi-Dirac distribution [5]. The state |¥5(t)) in the S and the state
[T (t)) in the rest frame Sa of the moving ion (which moves at velocity o/
in respect to S) differ by the Galilei phase factor exp(iG ). At the inter-
mediate time ¢, the states 1\1150) (t)) and |¥4(t)) can be expressed via the
the parabolic eigenstate |un(R)) of the in-Hamiltonian H;(R) of the first
scenario and the spherical eigenstate [va (R)) of the out-Hamiltonian Hs(R)
of the second scenario, respectively [2].

Using the standard TVM procedure we calculate the intermediate
transition probability density ITEON (t) for shifted initial quantum numbers
Wy, intermediate transition probability

Tyu(t) = (Fap Tuswa () (1)
Fi

and the population probability P,, (t) = 1 —exp [~T), (t)]. The basic physi-
cal quantity in the calculation of T}, (¢) is the mixed flux through the moving
Firsov plane Sg, which separates the solid and the ionic subsystems. Ap-
plying the mixed flux concept it is possible to solve the problem by using
the asymptotic forms of the wave functions Wy (7,t) and Wo(7,t) within the
framework of quasi-stationary approximation.

3. RESULTS

In Figure 1 we present the population probability P,, (t), consider-
ing the ion ArXII. For all considered velocities v)| we get the peak-shaped
probability, with maximum PJ** at R = Ryax; the increasing character of
the population probability with decreasing R in the initial stages of the pro-
cess can be attributed to the pure electron capture. With further decrease
of R, i.e. for R < Rpax, population probability decreases, which means that
the reionization channel partially suppresses the neutralization. The ion-
surface distance R,.x determines the final time t = tg, for the particular
neutralization process.

92



26th Summer School and International Symposium on the Physics of Ionized Gases

- ArXil,n, = 14,/,=1
1.0 4=5eV, U =158V
L v,=0.,18 v, =0.005 a.u.
—~ 08
. . 0.16
Q>
> 0.6 -
E -
8 04
<
Q_ =
02 |-
0.0 '

15 20 25
ion-surface distances R (a.u.)

Figure 1. The TVM population probability P,,(t) of the Rydberg state
na = 14, [a = 1 and ma = 0 of the ArXII ion approaching the conducting
solid surface (work function ¢ = 5 eV, depth of the potential well Uy = 15
eV), for some characteristic parallel velocities v (expressed in a.u.) and for
perpendicular velocity component v; = 0.005 a.u.

The position RCN > Rpax (neutralization distance) of maximum
of the positive mode of the population rate '), = dP,,/dt determines
the localization of the process. In Figure 2 we present the neutralization
distances via projectile velocities v| for the ArXII ion and for ny = 10— 18.
From Figure 2 we see that the population of the higher Rydberg levels
are at larger ion-surface distances R = RY. This conclusion (that can be
recognized at each projectile velocity) has to be considered simultaneously
with the corresponding population probabilities. That is, the states [va) =
[na,la, ma) with larger na are populated with lower probabilities P,, .

The TVM population dynamics considered in the present article
depends on the projectile velocity. The most pronounced is the parallel
velocity effect. With increase of v we have the shift of the population
distributions toward smaller ion-surface distances R (decrease of RY) and
an increase of PJ\**, see Figures 2 and 1, respectively.

The observed parallel velocity effect could be important when the
full multielectron process of the neutralization of multiply charged ions is
considered within the framework of the TVM.

Acknowledgment This work was supported in part by the Ministry of
Education and Science, Republic of Serbia (Project 171016).
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Figure 2. Neutralization distances RY for the ArXII ion via parallel ionic
velocity v||, for the Rydberg states na = 10 — 18, I = 1 and ma = 0.
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POPULATION OF THE RYDBERG STATES
OF THE ArVIII, KrVIII AND XeVIII IONS
AT SOLID SURFACE
FOR GRAZING INCIDENCE

S. M. D. Galijas, N. N. Nedeljkovi¢, M. D. Majki¢ and I. P. Prlina

University of Belgrade, Faculty of Physics, P. O. Box 368, Belgrade, Serbia

Abstract. We consider the ArVIII, KrVIII and XeVIII ions interacting
with solid surface in the grazing incidence geometry. We analyze the effect
of the polarization of ionic core and the parallel velocity effect on the in-
termediate stages of the population process. Within the framework of the
two-state vector model, it is demonstrated that the increase of the ionic
polarization induces an increase of the population probability maxima and
the population process is shifted to the smaller ion-surface distances. With
increase of the projectile velocity, the population maxima increase and the
region of the most effective population process becomes closer to the surface.

1. INTRODUCTION

Recently, we have analyzed the population of the Rydberg states of
multiply charged ions ArVIII, KrVIII, and XeVIII, escaping solid surfaces
in the normal direction, at low velocity [1] and for v = 1 a.u. [2]. For
description of the process we developed the appropriate two-state vector
model (TVM). The similar analysis can be performed for the scattering
geometry, by taking into account the effective modification (E K ) of the
angle averaged Fermi-Dirac distribution (f)q. of the electron momenta k
in the solid due to the ionic motion component parallel to the surface with
velocity v = vy [3,4].

In the present article, we examine the multiply charged ions ArVIII,
KrVIII and XeVIII in the scattering geometry under the grazing incidence
within the framework of the TVM. The aim of the present analysis is to
elucidate the role of the ionic core polarization on the intermediate stages
of the population process in the considered geometry; namely, by taking
into account the ionic core polarization, the ions with the same core charges
will have different population histories. Within the framework of the TVM
the process is defined under the teleological conditions, i.e., the state of a
single active electron is described by two state vectors |¥y(t)) and |Ua(t))
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evolving from the initial time toward the future and from the final time
toward the past, respectively [1,2,4].

2. POPULATION DYNAMICS IN THE TVM

We consider the TVM electron exchange probabilities under the
grazing geometrical conditions and for fixed initial and final electronic states.
These states are determined by the parabolic quantum numbers uy =
(ym,nam, mu) and the spherical quantum numbers va = (va,n14,Mm4A),
where vy and 4 (R) are the corresponding continuous and discrete energy
parameters, respectively, of the electron in the solid and bounded to the ion
at ion-surface distance R.

We calculate the intermediate transition probability density T}, ,, (t)
for kinematically shifted initial quantum numbers p};, the velocity depen-
dent intermediate transition probability

vl [V + YA (R))? 26 1\ s 93
Ty = 0o fr o) BTN (14 2800 oo, )
B p &

where v1; = 7a(R), and the corresponding population probability P,, [4].
In (1) we have & = Z/3a — 1/2 + 1/4y\ and 5 = v4; + (74 — Vi )g, Where
g = 1/2 and A4 is the ionic energy parameter for the polarized core. The
quantity TV(Q) is independent of 74, and R, and

072
1 1 2Zvy

b ——+1 9;, A
Fy(Fhr) = 2704 M (20) 2 (3/4) ORI (2)

Polarization of the electron-cloud of the ionic core has been effectively taken
into account by means of the Simons-Bloch potential [5].

3. RESULTS

The intermediate transition probability T, (t) given by (1), as well
as the population probability P,, (), are peak-shaped, with maximum P}\**
at R = Rmax. The neutralization distances RCN > Rpax (positions of max-
ima of the positive mode of the population rates I',, = dP,, /dt) can be
considered as ion-surface distances at which the process is mainly localized.

In Figure 1 we present the population maxima PJ}** via parallel
ionic velocity v, for the ions ArVIII, KrVIII and XeVIIL. An interesting
rule can be recognized from the figure: population maxima for na, na + 1
and na + 2 of the ions ArVIII, KrVIII and XeVIII behave similarly. For
a given na, with increase of the core polarization (ArVIIT — KrVIII —
XeVIII) population maxima increase; the quantities P\** for a given ion
increase with increasing of the parallel projectile velocity v).

In Figure 2 we present the neutralization distances via parallel ionic
velocity for the population of the Rydberg states na = 8 — 16 of the ions
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Figure 1. The population maxima P,}** via parallel ionic velocity vy, for the
ions ArVIII, KrVIII and XeVIII, full, dashed and dotted curves, respectively.

ArVIII, KrVIII and XeVIII. With increase of the polarization of the ionic
core and the increase of parallel ionic velocity we see a decrease of the
neutralization distances RY for population of the Rydberg state with a
given np.

In Figure 2 we also present (by open circles) the minimal velocities
necessary for population of the considered Rydberg state. For the parallel
velocities smaller than this value the corresponding population probability
is less than 0.2, see also Figure 1. Some of the Rydberg levels could be
populated at each velocity; the neutralization distances for these states
are independent of the projectile velocities. Polarization effect induces an
increase of the probability maxima so that the minimal velocities decrease:
for example, the Rydberg state ny = 10 of the XeVIII can be populated
at all velocities, the the population of the same Rydberg state of the ion
KrVIII is possible only for v > 0.04 a.u., and for ArVIIT only for v); > 0.09
a.u.

The recognized influence of the core polarization (by which the ions
Ar?t Kr?T and Xe?t of the same Z are distinguished) on the position
and magnitude of the population process, together with the parallel veloc-
ity effects on these intermediate characteristics of the process, introduces
interesting new elements in the understanding of some ion-surface interac-
tions phenomena. At present, these effects can be tested only indirectly,
by comparing the measured kinetic energy gain due to the image accelera-
tion of the ions with the corresponding quantity calculated using the TVM
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Figure 2. The neutralization distances RY via parallel ionic velocity V||,

for the ions ArVIII, KrVIII and XeVIII, full, dashed and dotted curves,
respectively.

results.
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Abstract. We compare the measured projectile kinetic energy gain AE(%)
with the corresponding quantity obtained on the base of the first neutral-
ization distances calculated within the framework of the two-state vector
model. To calculate the energy gain of the ionic projectile Z+ we use the
"staircase” model, considering the multielectron capture process as cascade
neutralization Z — Z — 1 — ...1 — 0, together with quantum results used
to estimate the principal quantum number n. of the Rydberg state that is
populated in the particular cascade and the corresponding ion-surface dis-
tance. It is demonstrated that the obtained energy gains depend on the
parallel ionic velocity. The agreement of the theoretical curves with avail-
able experimental data in the large Z case can be addressed to the parallel
velocity effect.

1. INTRODUCTION

In our recent studies it is demonstrated that the two-state vector
model (TVM) can be used to elucidate the intermediate stages of the elec-
tron exchange dynamics in the ion surface system [1,2]. The corresponding
experimental evidence is only indirect (kinetic energy gain experiments [3])
and exists only in the scattering geometry. In order to establish the link
of our theoretical model with experiments, we adapted the TVM to the
grazing incidence geometry [4].

In the present article, we perform the TVM analysis of the inter-
mediate stages of the Rydberg level population of the multiply charged ions
XeZ T where Z € [5, 35], under the grazing incidence on a conducting solid
surface. We recall that the basic TVM assumption is that the single electron
state is described simultaneously by two state vectors |Uy(¢)) and [¥s(t)).
In the considered ion-surface problem, the first state vector evolves from
the initial state (electron in the solid) towards the future, while the second
state vector evolves from the fixed final state (electron bound to the ion)
towards the past.
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The main outputs of the model (population probabilities P,, (t) and
neutralization distances RY [4]) at each step of the multielectron cascade
give the sufficient information for the calculation of the kinetic energy gain
AFE?) of the ion due to the image acceleration.

2. TVM AND KINETIC ENERGY GAIN

An indirect experimental insight into the intermediate stages of the
population dynamics can be deduced from the measured projectile kinetic
energy gain AE%). That is, it is possible to compare the measured quantity
AFE%) with the corresponding quantity obtained on the base of the first
neutralization distances calculated within the framework of the TVM. In
the present article we analyze the experimental output for Xe?* jons [5,6].
In the experiments the final angular shift for incidence of the cited multiply
charged ions (in respect to the neutral projectile) has been measured under
the grazing incidence conditions, from which it was straightforward to obtain
the quantity AE(#),

Considering the multielectron capture process as cascade neutral-
ization Z — Z—1 — ...1 — 0, we assume that the charge @ of the projectile
is instantaneously reduced to the charge () — 1 when the neutralization dis-
tance RY? for the population of the Rydberg state nay = n.(Q) is reached.
The image-force interaction of the projectile with the surface is changing ac-
cordingly: in each interval R € [RY@, RY ’(Q_l)] the intensity of the image
force is given by F' = (Q —1)?/4R?. For a complete neutralization sequence
this results in the image energy gain

Z

20 — 1
(Z) _
AE®) = QE_; e (1)

To calculate the TVM quantity AE?), we need two information:
what is the Rydberg state that is populated at each step of the process
and at which ion-surface distances the process takes place. Within the
quantum TVM the answerers are nontrivial and depend on the values of
P of the probability maxima, the widths of the population probability
distributions and the position of the population rates, for a given ) and for
the neighboring @ values.

In Figure 1 we illustrated the mechanism of the cascade neutral-
ization according to the TVM for the ion XeX. For the considered ionic
velocity (v = 0.1 a.u.) the Rydberg level n. = 14 is populated firstly at
ion surface distance RY = 22.9 a.u.; at this distance the ionic charge is
changed from Z = 10 to Z = 9. After that, the population of the Rydberg
states of the XeIX begins; the Rydberg state n. = 13 of this ion is populated
at ion-surface distance RY = 21.6 a.u. In the considered case, the condition
RY-Z — RN-Z=1 < A /2 where A is the width of the population distribution.
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Figure 1. Cascade neutralization Z = 10 — Z = 9 in the case of XeX ion
impinging a solid surface at parallel velocity v, = 0.1 a.u. and perpendicular
velocity v = 0.005 a.u.

At larger velocities, the former condition is not satisfied for same Rydberg
states, which in that case become unstable (and can be destroyed via res-
onant ionization). For that reason, the n. values considered as a function
of the projectile parallel velocity exhibit a saturation, for v|| greater than
some characteristic value for a given Z.

3. COMPARISON WITH EXPERIMENTS

In Figure 2 we present the kinetic energy gain AE(?) calculated
according to (1) via core charge Z for the ions Xe? ™, where Z [5, 35]; we
use the recursive relation AE%?) = AEZ=1 4 (27 —1)/4RY-? | taking for
AE™ the experimental data. Perpendicular ionic velocity is given by v, =
vsin @, where the angle of incidence ® = 1.5°, and v} € [0.003a.u.,0.18a.u.].
For the surface parameters in (a) we use the values ¢ = 5 eV and Uy =
15 eV; the work function ¢ = 4.3 €V in (b) is taken in accordance with
experimental conditions. By dashed curves in figures (a) and (b) we present
the corresponding COB expression AE(%) [7]. The curves presented in
Figure 2(a) can be considered as branching of the velocity independent
COB-curve.

The obtained agreement of the TVM curves with available exper-
imental data in the large Z case can be addressed to the parallel velocity
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Figure 2. Kinetic energy gain AE?) via ionic core charge Z of the ions
Xe”* according to (1) for (a) some characteristic parallel velocities v whose
values are exposed in the figure and (b) under the experimental conditions.
Solid triangles represent the experimental data taken from [6]. All curves are
for v, = wvsin1.5° and for (a) ¢ =5 eV and (b) ¢ = 4.3 eV, and for Uy = 15
eV. Dashed curves are the COB quantity AE? ~ ¢Z3/2/3/2 [7].

effect. The change of the solid work function induces the scaling of the
AE“). We note that for the surface parameters in Figure 2(b), i.e., for
¢ = 4.3 eV and Uy = 15 eV, our results are in better agreement with
experiments.
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Abstract. The problem of broadening of the ion signal in charge transfer
processes between hydrogen Rydberg atoms and metal surfaces reported
recently by So et al. (Phys. Rev. A, 107, 093201 (2011)) was investigated
within the framework of etalon equation method (EEM). The results reveal
that the possible reason for the shallow rise of the number of ions collected
with the increase in applied electric field is in broad distribution of the
initial velocities of Rydberg atoms within the incoming beam.

1. INTRODUCTION

Rydberg atoms in which one electron is in highly excited state (e.g.
principal quantum number n >> 1) are sensitive probes of atom-surface in-
teractions. Namely, due to their large physical size (=~ n? a.u.) and weak
binding of the excited electron, the presence of the metallic surface results
in formation of the hybridized Stark-like (n,ny, m) states even at large ion-
surface distances [1]. These states readily decay, preferentially via tunneling
of the excited electron into a vacant level in the surface, leading to charge
transfer process between the incoming atoms and the surface. Recent the-
oretical studies based on the wave package propagation method by So et
al. [2] and the etalon equation method by Nedeljkovi¢ and Nedeljkovié [3]
suggested that such ionization process is well localized in the atom-surface
distance range of approximately 50 a.u. The landmark experimental in-
vestigations of the charge transfer process by Dunning and co-workers [4],
performed by collecting the surface ionized xenon Rydberg atoms using a
weak electric field, have opened a question of the localization of the ion-
ization process. Wethekam et al. [5] attributed the delocalization of the
ionization process to the presence of local electric fields that arise due to
the surface inhomogeneities.

Nedeljkovi¢ and Bozanié¢ [6], more recently, presented a detailed
analysis of the ionization process in the experiment based on the quantum
decay model and etalon equation method (EEM). According to the model,
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the projectile motion and the decay of the electron cloud should be treated
simultaneously that results both in the preservation of the localization of
ionization process and good agreement with the experimental observations.
This theoretical study indicated that the velocity distribution of the atoms
within the impinging beam contributes to the delocalization of the experi-
mental signal.

Charge transfer of Rydberg hydrogen atoms at a metal surface were
investigated recently [2]. In their experimental setups the authors have
achieved control over the orientation of the electronic wave function and.
consequently, the dependence of the distances at which the charge transfer
process occurs (e.g. ionization distances R!) on the excited electron’s Stark
states and principal quantum numbers n ranging from 20 to 36. It was
demonstrated that the ionization of the most redshifted states (n; = 0,m =
0) occurs at R! = 2.5 - 4.3 n? a.u., while the most blueshifted states (n; =
n—1,m = 0) ionize at I?i = 1.6 - 2.1 n? a.u. The semiempirical model based
on classic over barrier method, with mentioned delocalization considered,
was employed to describe the slow rise of the ion signal, the essential output
of cited experiments.

In this article we employ the decay model and the etalon equation
method [3,6] that, unlike other theoretical models, inherently parameter-
izes states of Rydberg atoms in the presence of metal surface in parabolic
quantum numbers g, to elucidate the novel experimental finding by So et
al. [2].

2. FORMULATION OF THE PROBLEM

solid

et UO=ZP, (R)
) ionization \

R

\ atomic beam

i
j\ f(vi)

Figure 1. Decay model of ionization dynamics of the beam of atomic par-
ticles, with initial perpendicular velocity distribution f(vg) .

RJ’

We consider the ionization of a beam of slow hydrogen Rydberg
atoms by a solid surface in a presence of a weak external electric field F.
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The described model of beam ionization, corresponding to the experimental
situation, is presented schematically in Figure 1. Each trajectory stands
for the representative member of the subensemble of Rydberg atoms/ions
with a given initial perpendicular velocity vy. Only the projectiles with
vy < ve(p, F), after the ionization (mainly localized at ionization distance
R (.o, F)), will be collected by the external electric field F' and detected
experimentally. The trajectories of these projectiles are characterized by
the minimal ion-surface distance R pi,.

3. RESULTS

1.2 1.2
| n=26, n=m=0 (a) | n=28, n=m=0 (b)

ion signal

ion signal
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ion-extraction field F {107 a.u.) ion-extraction field F (107 a.u.)

Figure 2. Averaged ionization probabilities X,(F) for (a) H (n = 26),
(b) H (n = 28), (¢) H (n = 30) and (d) H (n = 36) for atomic projectiles
with vg = ©; = 1.8 x 107" au. and A = 0.9 x 107" a.u. (solid line);
vo = 7y and A = 0.18 x 107" a.u. (dashed line); vo = #2 = 3.0 x 1074
au. and A = 1.5 x 107* a.u. (solid line) and vo = v, and A = 0.3 x 10~*
a.u. (dashed line). Available experimental data (black and gray circles) for
vo = ¥ and vy = U2, respectively. are taken from [2].

According to the model, the complex eigenenergies £, (R) = ReE,(R)—
il'),(R)/2 of the system Hamiltonian (corresponding to the decaying Ryd-
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berg state ¥, of the active electron) can be obtained using the EEM with-
out explicit calculation of the wavefunctions. Details of solving the complex
energy eigenvalue problem are given explicitly in Reference [3]. The ion-
ization rates I',(R) are further used to calculate ionization probabilities
P,(R; vy, F) and total rates T',(R) that describe the intermediate stages of
ionization and determine the most probable distance at which the charge
transfer process occurs (RL). The experimental procedure [2] produces a
normalized number of ionized atoms as a function of the applied field, or
ion signal. These results can be compared with the probability ¥, (F), that
is described as the average of probability P, (R;vo, F) over the distribu-
tion of initial velocities of atoms in a beam f(vp). In the case of Gaussian
distribution of initial velocities, the averaged probability > is

EAF):%{1+Eﬁ<%ﬂﬁ§l:£)]

(1)
where ¥ stands for mean initial velocity and A is the width of the distribu-
tion. The field dependence of critical velocity v.(u, F') is characteristic of
each state p and is explicitly given in reference [6].

In Figures 2(a), 2(b), 2(c) and 2(d) we present the averaged prob-
abilities ¥,,(F) for n = 26, 28, 30 and 36, and n; = m = 0, for the exper-
imental values of mean initial velocity © and arbitrary values for A. The
averaged probabilities are compared to the available experimental data.
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Abstract. In this work we investigate the regular and chaotic motion of bodies of
unit mass in Hénon-Heiles type of potential. In reality, potential along the Si
<111> crystal is well described by the Hénon-Heiles potential and potential near
galactic plane is well described by the same form of potential. We also
investigate the regular and chaotic part of their spatial distributions. We
determine regular and chaotic areas in impact parameter plane of Hénon-Heiles
potential using Poincaré maps. We present our results as a function of dwell time
(t), which is varied from 0.25 to 100 T. The obtained results show the periodicity
of the regular part of spatial distributions with the period of 0.5 T, and chaotic
parts of the spatial distributions show no periodicity.

1. INTRODUCTION

Chaotic systems are analysed more than two hundred years. More
about deterministic chaos see e.g. in [1, 2]. Hénon and Heiles studied stellar
trajectories through a galaxy [3] and introduced 2-dimensional Hénon-Heiles
potential. Also the classical Hénon-Heiles Hamiltonian was introduced in the
study of galactic dynamics to describe the motion of stars around a galactic
center [4]. For details about regular and chaotic motion of charged particles
channeling in crystals see e.g. [5].

2. THEORY

This paper study the regular and chaotic motion of bodies of unit mass
in Hénon-Heiles type of potential. We have chosen this potential because it is
simple and universal. It describes potential between stars and galaxy [3] and
also ion-atom potential in hyperchanneling of ions along the Si <111> crystal
[5]. In the present paper, we approach the problem by numerical computation.
In order to have more general form (because this problem is universal,
applicable on motion of body in small nanocrystal or huge galaxy) we neglect
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channeling or astronomical origins of problem and we solve it more generally
for body of unit mass.

We consider a body moving along the Hénon-Heiles potential. The
particles are chosen to start at some points (x;, ;) with zero transversal initial
velocities: (vy); = (vy); = 0, so that their transversal energies are given by the
initial potential energy: E; =V( x;, y;). Moving along longitudinal direction is
uniform, i.e. (v,); = v, is constant. For the model potential, the Hénon-Heiles
type of potential is used [3]: ¥ = 0.5 (x* + %) + (v - y*/3).

The transverse components of the body position, x and y as a function
of dwell time 7, are determined via the numerical solution of the body's
equations of motion in the transverse plane. The spatial distributions of bodies
is generated using the computer simulation [6]. The impact parameters of bodies
are chosen from 2 dimensional uniform distribution within the triangular region.
The initial number of bodies is around 326 000.

3. RESULTS AND DISCUSSION

Using Poincaré cross section [1, 7], we formed a maps in 2-
dimensions. For each of the 326 000 lattice points (x;, y;) we followed its
Poincaré map and the trajectory. According to these maps and trajectories, for
every lattice points it is determined in the impact parameter plane whether it is
regular or chaotic [7]. Results are presented in Fig. 1(left). In Fig. 1(right), the
relative ratio of regular and all (regular and irregular) trajectories is presented,
normalized to one in the function of energy E. It can be noticed there is
"shoulder" for energy around £ =0.123 - 0.132.

regular / total
[=}
+

0.5 ' 0.0

s 0 0.5 1 0.00 0.05 0.10 0.15 0.20
X0 E

Figure 1. (/eff) Triangular channel of Hénon-Heiles potential. The two different
areas show regularity (inner area) and irregularity (outer area) of the trajectories
for certain initial coordinates (x, o). The contour line for potential V= 0.128 is
added to Hénon-Heiles regular-chaotic triangle. (right) Relative ratio of regular
and all (regular and irregular) trajectories, normalized to one, depending of
energy E.
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Figure 2. (left panel) The spatial distributions of the bodies for variable 7 equal
to (a) 10.25, 10.50, 10.75 and 11 T, respectively. ( right panel) The spatial
distributions of the bodies for variable ¢ equal to 10, 20, 30 and 40 T,
respectively.

When we compare this shoulder with boundary between the regular and chaotic
area in Fig. 1(left), it is obvious that shoulder is result of a diffuse shape of
regular - chaotic boundary.

Fig. 2(left panel) shows the spatial distributions of the bodies for
variable ¢ equal to 10.25, 10.50, 10.75 and 11 T, respectively. All our results are
presented as a function of body dwell time ¢ within the triangular channel of
Hénon-Heiles potential. This variable for periodic orbit can be also given in
units of T, where T is a period of transversal oscillation of unit mass body close
to the axis of triangular channel. For the non-periodic orbit we present
corresponding results for the same value of variable (the same value of time
interval) as in the periodic case. In Fig. 2(left column of left panel), we can see
the periodicity of the spatial distribution with the period of 0.5 T. The shapes of
spatial distributions for # = 10.25 and 10.75 T are qualitatively similar, and the
shapes of spatial distributions for = 10.5 and 11 T are qualitatively similar too.
The values off = 10.25, 10.75, 11.25 T ... correspond to the beginnings of
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periodic cycles of the spatial distribution [8]. One can also observe in all four
cases that the spatial distributions have six symmetrical "arm" structures around
the center of the position plane. They consist of two curved triangular
structures. It should be noted that the spatial distributions presented here have
the Csy symmetry which is the consequence of the C;y symmetry of the Hénon-
Heiles type of potential. Comparing the chaotic parts of spatial distributions in
Fig. 2(right column of left panel), it is clear that they are showing no
periodicity. Spatial distributions become more equilibrial and are smeared out
covering whole triangular region. Fig. 2(right panel) shows the spatial
distributions of the bodies for variable ¢ equal to 10, 20, 30 and 40 T,
respectively. We can see that regular parts of spatial distributions are
characterized by the symmetrical coaxial maxima around the center of the
position plane. As the variable ¢ increases the number of coaxial maxima
increases and the average distance between them decreases. It is interesting to
note that the same tendency is observed for the angular distributions of 1 GeV
protons channelled through the long (11, 9) single-wall carbon nanotubes [9].
Comparing the chaotic parts of spatial distributions in Fig. 2(right column of
right panel) we can conclude that these distributions become more equilibrial
and are smeared out covering whole triangular region.
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Abstract. We report on modifications of 280 nm thin polycrystalline CrN layers
caused by 80-keV vanadium ion implantation. The CrN layers were deposited at
150°C by d.c. reactive sputtering on Si(100) wafers and then implanted at room
temperature with 80-keV V™ ions to the fluences of 1x10"" and 2x10'” ions/cm®.
Structural characterization of the layers was performed with Rutherford
backscattering spectroscopy (RBS), cross-sectional transmission electron
microscopy (XTEM), and X-ray diffraction (XRD). It was found that strong
influence of chemical effects leads to the formation ofthe Crg375V(.0525sN phase
in a V-rich region of CrN films.

1. INTRODUCTION

Transition metal nitrides such as chromium nitride (CrN) have an
extreme hardness, low friction, high corrosion resistance and excellent
mechanical and high-temperature stability [1,2]. Due to these favorable
tribological characteristics, they have become important materials for protective
and abrasion-resistant coatings.

The present work complements and extends previous microstuctural
analyses of Ar-ion irradiated polycrystalline CrN films [3] into the following
direction: by using vanadium as another ion species, we have tried to
distinguish between purely defect-related effects induced by ion implantation,
and chemical effects due to the presence of vanadium as the second transition
metal. 4 priori, one expects the formation of either V or Cr precipitation in the
form of clusters, or the compound VN, or a solid solution of the type CrV,N
[4]. According to work by Traverse, B orowski and collaborators [5], the heat of
formation of the initial nitride and other possible phases has to be considered
when predicting the new final phase(s). Since the heat of formation of VN is
more negative than the one of CrN, VN should be formed providing the correct
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stoichiometry and sufficient mobility are given. Yet Cr,V,N seems to be
stable, too, and its occurrence cannot be excluded.

2. EXPERIMENTAL DETAILS

Chromium nitride thin films were deposited to a thickness of 280 nm by
d.c. reactive sputtering from a Cr target of 99.9% purity, using Ar for sputtering
and N, as reactive gas. The base pressure in the chamber was around 1x10°°
mbar, the argon and nitrogen partial pressures during deposition were 1x10
mbar and 5x10 * mbar, respectively. The substrates used were (100) Si wafers.

The samples were implanted at room temperature with 80-keV V" ions to
the fluences of 1x10'7 and 2x10'” ions/cm®. The chosen ion energy guaranteed
that the average projected range, Rp = 35 nm, estimated with the SRIM2003
code [6], was well separated from the CrN/Si interface in order to avoid any ion
beam mixing and interface reactions.

Structural and compositional characterizations were performed with
Rutherford backscattering spectroscopy ( RBS), X-ray diffraction (XRD) and
(high-resolution) transmission electron microscopy (XTEM, HRTEM). RBS
measurements were performed with 1.2 MeV a-particles provided by the
SAFIR facility [7]. The backscattering spectra were taken at normal beam
incidence and were analyzed with the RBX [8] and WiNDF codes [9]. Cross-
sectional TEM was done with a JEOL 100CX electron microscope and HRTEM
measurements of some selected samples were performed by means of a Philips
CM200-FEG microscope. All the samples were analyzed by XRD with a
BRUKER D8 Advance diffractometer by using the CuK, radiation.

3. RESULTS

Figure 1.a shows the concentration profile for the nominal fluence of
2x10"7 V/em®. Firstly, we note a decrease of the metallic component near the
surface, which could be a consequence of either preferential metal sputtering or
surface oxidation during implantation. At larger depths, changes in
stoichiometry were observed for the ion-implanted sample. The fits were
performed assuming the presence of Cr atoms only and the number and profiles
of V-atoms were deduced from the supplementary metal atoms. For the nominal
fluence of 2x10" V/ecm?, this resulted in a value of 2.3x10"7 V/ecm® The V
profile peaked at a depth of R,;=38 nm with a full width at half maximum
(FWHM) of 26 nm. SRIM2003 code provided a projected range of R,=35 nm
and the implantation width of ARp= 24 nm. The V content in the implantation
profile is about 20 at.%.

XRD spectra of the as deposited and implanted films are shown in Figure
1.b. The as deposited film exhibits the (111) and (200) reflexes of the cubic CrN
phase. The calculated lattice constant of 0.4153 nm is in the range of the values
found in polycrystalline CrN films, ag = 0.4133 — 0.4185 nm [10].
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Figure 1. CrN/Si bilayer before and after irradiation to 2x10'” V/cm?: (a) RBS
depth profiles of Cr and Cr+V; (b) XRD spectra.

Small shifts are visible for the implanted films, but the deduced lattice constants
are still in the same range. A wide signal is observed superimposed on the
background around 26 = 42° which might be an indication of an amorphized
(oxidized) surface layer. The (200) diffraction peak for the implanted sample
shows a small shift (from 20 =43.72 ° to 43.84°). This may be a consequence of
(1) an accumulation of irradiation defects leading to lattice compression; (ii)the
formation of Cr; VN ternary phases or a solid solution; or (iii) a partial
oxidation of CrN. Indeed, the position of the (200) peak would match that of the
cubic compound Cry,V,N (x = 0.0625).

XRD provides information averaged over the whole film thickness. To
discriminate the depth-dependent structural evolution the CrN films were also
studied by XTEM and HRTEM. Figure 2 shows the cross-sectional bright-field

4

#

Cragss

Vouoeas N
CrN (200)

Figure 2. XTEM analysis of the CrN/Si sample implanted with 2x10"7 V-
ions/cm’: (a) bright field image; (b) high-resolution image. Fourier transforms
from different regions are presented in the lower part of the figure.
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image (a) and high-resolution image (b) of the sample implanted with 2x10"7 V-
ions/cm”. Fourier transforms taken from different regions of the sample are
presented in the lower parts of the figure. One observes various microstructural
inhomogeneities in the CrN layer. The top 10-nm layer is amorphous, as proven
by the Fourier transform of region [The subsequent region II corresponds to
the vanadium-enriched zone and contains a high concentration of agglomerated
defects. The high-resolution image displayed in Figure 2.b and its Fourier
transform indicate the presence of CrN plus additional spots. These additional
spots correspond to Cry o375 Vo.0625sN phase. Beyond this layer, the damage region
IIT merges into the non-implanted CrN matrix.

4. CONCLUSIONS

We have studied the effects of V "-ion irradiation on the microstructure
of CrN films. At a fluence of 2x10'” ions/cm®, a V-rich zone near the projected
range of some 35 nm was generated, centered in a 50-80 nm wide damaged
region and leaving an about 200 nm thick non affected CrN layer.In a V-rich
zone the presence of Cry9375V.0625N phase was observed.
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Abstract. This paper reports on a study of microstructrual changes in TiN/Si
bilayers due to 200 keV Ar" ions irradiation at room temperature. The 240 nm
TiN/Si bilayers were prepared by d.c. reactive sputtering on crystalline Si(100)
substrates. After deposition the TiN/Si bilayers were irradiated to the fluences
of 5-20x10" jons/cm’. The structural changes induced by ion irradiation were
analysed by Rutherford Backscattering Spectroscopy (RBS), X-ray diffraction
analyses (XRD) and Transmission Electron Microscopy (TEM). The
irradiations caused the microstructrual changes in TiN layers, but no
amorphization even at the highest argon fluence of 2x10' jons/cm’. It is also
observed that the mean crystallite size decreases with the increasing ion fluence.

1. INTRODUCTION

Thin films of TiN have been studied extensively due to their excellent
mechanical properties, such as high hardness, high corrosion and wear
resistance. The interest in this system is generally motivated by the fact that the
combination of properties such as high melting point, low electrical resistivity,
good chemical stability and high reflectivity in the infrared region is suitable for
wide range of applications [1-3].

Modification of the ceramic coatings and layered structures by ion
irradiation is a powerful tool to tailor the structural,optical, electrical, magnetic
etc., properties of a wide class of materials. Moreover, the precise control of
irradiation parameters along with selection of suitable materials offer
advantages in structuring materials on a nanometer scale, nowadays one of the
most relevant technological challenge [4,5]. Heavy-ion irradiation of thin
coatings may changes their microstructural properties and specifically the grain
size. This study grew out based on these considerations.

The aim of the experiments described in this paper is to discuss in
more detail the changes of the microstructure of TiN/Si bilayer after irradiation
with 200 keV Ar" ions. By combining ion irradiation and analysing techniques
the conditions to tailor of the mean grain size of the TiN coatings were
investigated.
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2. EXPERIMENTAL DETAILS

TiN thin films were deposited by d.c. reactive sputtering from a Ti
target of 99.9% purity in a Balzers Sputtron II system, using sputtering (Ar) and
reactive (N,) gases. The substrates used were (100) Si wafers. The TiN films
were deposited at the substrate temperature of 150°C’ to a thickness of 240 nm.

After deposition the samples were irradiated with 200 keV Ar " ions.
The implanted fluences were 5-20x10" ions/cm®. Ion irradiations were
performed at room temperature and the beam current was maintained at
~1pA/em® in order to avoid heating effects during irradiations. Irradiation
energy was chosen in such a way that the projected range of ions and energy
deposition density were in TiN side of the TiN/Si bilayers, according to
simulation done with the SRIM 2003 code [6].

The RBS analyses were performed with a 900 keV He™" ion beam
provided by the IONAS facility in Gottingen, with two Si surface detectors
positioned at a 165° backscattering angle. Backscattering spectra were taken at
normal incidence and the changes in the concentration profiles of Ti, Si, N and
Ar were analysed with the WiNDF [7]. Further structural characterization of as
deposited and irradiated samples was performed with cross-sectional
transmission electron microscopy (XTEM) and x-ray diffraction analyses
(XRD). Cross-sectional TEM was done on a JEOL 100CX microscope, and we
also used micro-diffraction (MD) technique to study the crystalline structure.
HRTEM measurements of some selected samples were also performed by
means of a Philips CM200 FEG microscope operated at 200 keV. All the
samples were analysed by X-ray diffraction with a BRUKER D8 Advance
diffractometer by using the CuK, radiation.

3. RESULTS

The elemental composition of the TiN/Si bilayers was extracted from
RBS experimental spectra using WiNDF code. Generally, it was found that the
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Figure 1. RBS analyses of TiN/Si bilayers: (a) extracted concentration profiles
of Ti, N, Si and Ar for TiN sample irradiated to 2 x10'® Ar/cm® and (b) Ar depth
profiles of as deposited sample and sample irradiated to 2x10'® Ar/cm’
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as deposited TiN thin coatings, as well as irradiated were pure TiN. Figure la
shows the experimental data fitted by introducing Ti, N, Ar, and Si in the Data
furnace structure files for the sample irradiated to 2x10'® Ar/cm’. An
approximate ratio of Ti:N=I:1 thus indicating the formation of TiN phase.
Argon concentration profiles are presented in Figure 1b. This figure
demonstrates an almost homogenous Ar concentration profile for as deposited
sample with an average concentration of 2at.%. Additionally, analysis reveals
that the additional 3at % of the Ar was incorporated after irradiation of the
sample to 2x10'® ions/cm”. The results of SRIM simulation for the same
experimental parameters are included as a solid line demonstrating good
agreement with experimental data.

Figure 2(a and b) shows the cross-sectional bright filed images of the
as deposited sample (a) and the sample irradiated to 5x10"° Ar/cm?(b). HRTEM
image taken from the sampldrradiated to 2x10'® Ar/cm’ is also presented on
the same figures. The TEM analysis confirms, as show in Figure 2a, that the as
deposited layer consists of polycrystalline TiN phase. This is concluded from
crystallographic data obtained from electron diffraction. The TiN layer exhibits
a growth of dense columnar structure, with column diameters in the range from
20 to 30 nm. For the irradiated sample, XTEM shows (2b) a pronounced change
of the layer microstructure and substantial amount of disorder, the columnar
structure seems to be destroyed inside of ~110 nm at the surface of the TiN
layer. This is in agreement with the MD analyses (inset in Figure 2b), which
show the ring-like diffraction patterns indicating very fine grain structure
corresponding to the typical reflections seen for the as deposited layer. This
analysis may be taken as a first hint that Ar ions irradiation induces the
formation of the smaller crystallites.

TiN(111)
=

Figure 2. XTEM analysis and corresponding MD patterns of TiN/Si bilayers:
(a) as deposited sample, (b) sample irradiated to 5x10"° Ar/cm® and (c) sample
irradiated to 2x10'® Ar/cm’

Indeed, the HRTEM image (Figure 2¢) shows that the TiN layer has a
structure with the nanocrystalline nature of the grains. The image suggests the
grain size of~8 nm with nearly spherical morphology. The formation of the
smaller crystallites may reflects the particles size optimization for the stable
structure induced by Ar ions irradiation. Generally, ion irradiation induces an
energy transfer which provides conditions for the interaction of the surfaces and
boundaries of the nanocrystals with an internal free energy of the system that
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has a local minimum with respect to the size (volume) of the nanocrystal. In
addition, the MD patterns taken from the labeled grains confirms that the layer
is a pure TiN.

The decrease in crystallite size can be understood by analyzing the
XRD data. The crystallite size was estimated using Scherrer equation [8]. The
mean crystallite size was found to be-16 nm for as deposited sample and ~8
nm for the sample irradiated to 2x10'° jons/cm® This results demonstrates
excellent agreement with the HRTEM analyses. Correspondingly, the Ar ions
irradiation creates defects and causes the loss of the columnar strture of the
TiN layers, leading to the formation of the smaller crystallite.

4. CONCLUSIONS

Summarizing the above observations leads to the conclusions that ion
irradiation induces the formation of small crystallites, the size of which
decreased with the increase in the fluence. The HR TEM and XRD analyses
revealed the crystallites size of ~8 nm after irradiation to the highest ion
fluence. Generally, the microstructure of the TiN layers sensitively depends on
Ar ions irradiation, which causes the loss of the typical columnar structure.
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Plasmas are gaining increasing interest for medical, environmental and
nano applications. In order to improve these application fields, a good insight in
the underlying processes is required. We try to obtain this by computer
modeling. In this talk, some examples will be given, both with respect to
modeling the plasma chemistry and the plasma-surface interactions.

For plasma medicine applications, we have developed a comprehensive
plasma chemistry model describing a He or Ar plasma jet expanding into
ambient air. The formation of reactive oxygen and nitrogen species, as well as
water clusters, will be described, for a range of different air humidities, and N,
and O, admixtures to the discharge gas. Results of a 0D model as well as a 2D
plasma model will be presented. Moreover, the interaction mechanisms of
reactive oxygen species with bacterial cell walls, more specifically with
peptidoglycan, which is the outer protective barrier in bacteria, will be explained,
as revealed by atomic-scale molecular dynamics (MD) simulations.

For environmental applications, the plasma chemistry taking place in a
DBD, in CO,/CH,4 gas mixtures, as obtained by a 0D model, will be presented,
with the aim of converting these greenhouse gases into value-added chemicals.
Special attention will be given to the underlying reaction mechanisms, and the
conversion of the greenhouse gases, the yields and selectivities of the reaction
products, and the energy efficiency of the process. Moreover, some first results
of the interaction of hydrocarbon species at a Ni catalyst surface, as obtained
from MD simulations, will be presented, with the aim of obtaining a better
insight in the (possibly) synergistic effects of plasma catalysis.

Finally, for nano applications, plasma chemistry simulations will be
illustrated for various hybrocarbon-based gas mixtures typically used for carbon
nanotube (CNT) growth, to elucidate which are the important growth species.
Moreover, MD simulations will be presented, showing how a single-walled CNT
with a definable chirality, can be grown, and how plasma effects, such as the
electric field as well as ion bombardment, can affect the growth process.
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General Lecture

EXTREMELY FAR FROM EQUILIBRIUM:
THE MULTISCALE DYNAMICS OF STREAMER

U. Ebert

Eindhoven University of Tecnology, Netherlands
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General Lecture

MODEL BASED DESIGN OF LOW
TEMPERATURE PLASMA REACTORS

Mark J. Kushner

University of Michigan
Department of Electrical and Computer Science
Ann Arbor, MI 48109-2122 USA
mjkush@umich.edu

Abstract. Modeling of low temperature plasmas has long held the promise of
speeding the rate of technology development through computer based virtual
prototyping of new systems. Although this goal has not been universally
achieved, there has been impressive progress. For example, plasma reactors for
microelectronics fabrication are regularly optimized, if not designed, using
computer modeling. Thermal plasma sources, such as torches for plasma spray
deposition, are also regularly optimized and designed using 3-dimensional
computer models. In talk, the basic requirements and computational
infrastructure required for robust, model based design of non-equilibrium
plasma reactors will be discussed. An overview of computational techniques
and databases now used for such modeling will be provided, followed by
examples of model based design of low and atmospheric pressure plasmas for
materials processing and biological applications. Requirements for advancing
the field and truly meeting the potential of virtual prototyping of plasma
reactors will be discussed.
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General Lecture

ANTITUMORAL EFFECT OF NON THERMAL

PLASMAS ALONE OR IN COMBINATION
WITH CHEMOTHERAPY

J-M. Pouvesle

GREMI University of Rleans, France
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General Lecture

THE COMPLEX DIAGNOSTICS OF BARRIER
DISCHARGES - AN EXPERIMENTAL
CHALLENGE

Hans-Erich Wagner

University of Belgrade Faculty of Physics, 11001 Belgrade, P.O.Box 368,
Serbia

Non-thermal plasmas at atmospheric pressure are effective sources of radicals
and excited species. Therefore, they have found many technical applications in
the large field of plasma chemistry, lighting and recently also in life-science. In
this group the barrier discharges (BDs) have a key position with long tradition.
It is well-known that BDs can be operated in various discharge modes, namely
the filamentary and diffuse one. In the latter it has to be distinguished between a
Townsend-like and glow-like mode. The appearance of different operation
modes depends on the feeding gas mixture and flow rate, gas pressure,
operation frequency and the shape of applied voltage, dielectric electrode
material and the reactor geometry (e.g. gap spacing). For large aspect ratios
(lateral extension to gap distance) an increased tendency of pattern formation is
observed. Many investigations in the past have contributed to the better
understanding of the complex processes. But, despite the great progress in this
field in the last decade, the diagnostics of these phenomena is still a challenge.

In the talk a review on the advanced diagnostics of BDs is given, discussing
important milestones in this field together with recent own experimental results.
Filamentary BDs consist of a great number of microdischarges (MDs) with sub-
millimeter size and nanosecond duration. Their spatio-temporally and spectrally
resolved development in the volume succeeded by the technique of cross-
correlation emission spectroscopy (CCS). An extremely high sensitivity of the
CCS combined with the temporal resolution in a sub-nanosecond range is the
main advantage, as compared to other methods of emission spectroscopy.
Investigations in N,-O, mixtures allowed the quantitative estimation of the
electric field and relative electron density in single MDs. The knowledge of the
basic plasma parameters enabled a deeper understanding of the process of the
electrical breakdown, including discharge physics and chemistry. The
investigations were extended to diffuse BDs in N,, noble gases and their
mixtures. In particular, the transition between the filamentary and diffuse modes
has been studied in detail. Recently, a discharge cell configuration has been
developed which combines the CCS with the temporally resolved detection of
surface charges on the dielectric surfaces. This succeeded by the application of
the electro-optic Pockels effect in combination with a CCD camera. Surface
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charges play an important role for the re-ignition of the discharge (memory
effect). Furthermore, the new set-up enabled the quantitative determination of
metastable N,(A) molecules by the laser induced fluorescence spectroscopy. In
this way, it was possible to correlate relevant surface and volume processes
under identical and well-defined experimental conditions. The presented results
are an extensive source for the comparison with kinetic models.

[1] H.-E. Wagner, K.V. Kozlov, R. Br andenburg, Cross-correlation emission
spectroscopy applied to non-equilibrium plasma diagnostics, vol. 1, p. 271, in:
Low Temperature Plasmas - Fundamentals, Technologies and Techniques,
Editors: R. Hippler, H. Kersten, M. Schmidt, K.H. Schoenbach, 2" edition,
2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.

[2] M. Bogaczyk, S. Nemschokmichal, A. Zagoskin, G. B. Sretenovic, J.
Meichsner, and H. E. Wagner, Spatio-temporally Resolved Investigation of
Surface Charges, N,(A) Metastables and Discharge Development in Barrier
Discharges, J. Adv. Oxid. Technol. 15 (2012) 310.
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Topical Lecture

EXPERIMENTAL TRANSITION PROBABILITY
MEASUREMNTS IN PULSED LAMPS: CRITICAL
POINTS

J.A. Aparicio', M. T. Belmonte', R. J. Peldez’, S. Djurovi¢® and S. Mar'

! Departamento de Fisica Tedrica Atomica y Optica, Universidad de Valladolid,
P. Prado de la Magdalena s/n, 47071 Valladolid, Spain

2 Laser processing Group, Instituto de Optica, CSIC, C/ Serrano 121, 28006
Madrid, Spain

® Faculty of Sciences, Department of Physics, Trg Dositeja Obradoviéa 4, 21000
Novi Sad, Serbia.

The importance of transition probabilities are out of doubt. In many scientific,
industrial or astrophysical fields, transition probabilities are used to determine
plasma temperature and, from this, element abundances and other physical
parameters of interest can also be obtained. Pulsed lamps may be very
promising sources of high quality/low uncertainty transition probability data.
Among its intrinsic advantages, it is remarkable the possibility of making
measurements at very different plasma conditions. However, several critical
points should be very carefully considered when designing and using these light
sources with this scientific purpose.

The calculation of the geometry involved in the process emission-
detection of the radiation coming from a spectral line makes commonly the
determination of its absolute transition probability an unfeasible task. In this
case, only relative transition probabilities are available. However, when only
one relative scale is tried and lines coming from different upper levels are
involved, the characterization of the equilibrium state in the plasma becomes a
new significant problem. In this case, the existence of excitation equilibrium
along the measured plasma volume should be carefully guaranteed. The
Boltzmann-plot technique is a useful tool to check the exponential population of
the excited states of the radiation emitters.

The experimental difficulties are not negligible either. If the
uncertainty associated to the determined transition probability value is tried to
be low, it is necessary a high homogeneity in the emitting plasma volume whose
radiation is detected. This requires, among others, the absence of cold layers
which may emit the same spectral radiation at very different intensity than that
emitted in the hottest regions. Furthermore, although the homogeneity might be
checked in a reliable way, this is not enough. Self-absorption may become a
serious problem whose control is of vital importance. When the quantification
of this effect is possible and is not too severe, different experimental and
numerical procedures exist in the literature which may help us to reconstruct the
original emitted profile and to make possible the comparison of line intensities.

From the experimental point of view, other cautions should also be
considered and its effects quantitatively evaluated. Among them, we could
remark the need of a precise calibration of the spectrometric system and the
possible influence of electrode sputtering on spectral transmittance of lamp
windows.
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Topical Lecture

PHYSICO-CHEMISTRY OF PLANETARY
ATMOSPHERIC ENTRY PLASMAS

Arnaud BULTEL, Julien ANNALORO and Vincent MOREL

UMR CNRS 6614 CORIA, University of Rouen
Site universitaire du Madprillet BP12 — 76801 Saint-Etienne du Rouvray -
FRANCE

During the atmospheric entry of a spacecraft, the hypersonic flow is
converted into a high enthalpy flow through a shockwave: the temperature
reached during this phase induces the dissociation of the molecules and the
ionization of the gas [1]. The gas is therefore converted into plasma. The related
complex chemistry involves a lot of radicals and ionized species. In the case of
an Earth’s atmospheric entry, the species produced are N,, O,, Ar, NO, N, O,
N,', 0,", Ar’, NO", N', O, and e, whereas they are CO,, N,, Ar, O,, NO, CO,
CN, C,, C, N, O, N,", Ar’, 0,", NO', CO", CN", C,", C', N", O', and ¢ in the
case of a Martian atmospheric entry. The behavior of these mixtures is complex
and is now far from being completely understood. In addition, the characteristic
hydrodynamic times scales are short, which prevents a complete relaxation of
the flow: this flow is therefore in thermal and chemical non-equilibrium [2]. In
this context, the chemistry of the flow plays a key role, for example in the
radiative flux transferred to the spacecraft and in the recombination processes
taking place on the fuselage. To avoid any damaging of the vehicle, a thermal
protection system is used. Its sizing and its characteristics depend on the
chemistry of the flow: this chemistry has therefore to be well understood.

Understanding this complex chemistry is one of the main objectives of the
works developed in our laboratory. We elaborate tools able to give us detailed
information on the behavior of the mixture in thermodynamic non equilibrium
in different situations. These tools are all based on the specific treatment of the
balance equation of each species on excited states considered as independent.
Collisional and radiative elementary processes are taken into account in the
source term of the related balance equation. The state-to-state collisional-
radiative (CR) model thus developed can be implemented to:

» study the relaxation of the mixture starting from a non-equilibrium

situation in constant pressure and temperatures conditions,

* simulate the subsonic flow behind a strong shockwave using crossing

conditions of the Rankine-Hugoniot type related to flight situations or
able to be observed in shock tubes,
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*  reproduce the flow conditions in a diverging nozzle such as those used
to produce supersonic jets.

In this invited topical lecture, the elaboration of these CR models will be
illustrated and the results will be analyzed. In particular, the attention will be
focused on the vibrational distribution of molecules and on the atomic excited
states in pure nitrogen, behind a strong shockwave during Earth’s reentry and in
a typical nozzle flow.

[1] Ya.B Zel'dovich, Yu P. Raizer Physics of shock waves and high-temperature

hydrodynamic phenomena (Dover Publications, N. Y., 2002)
[2] Lin S.C. (1961) Planetary and Space Science 6 94
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Topical Lecture

THE PLASMA BASED FORMATION AND
FUNCTIONALIZATION OF NANOPARTICLES
AND NANOCOMPOSITE MATERIALS

E. Kovacevic', J. Berndt', H. Acid', Th. Maho', L. Boufendi'

]GREMI, University of Orleans, France

Low temperature plasmas are nowadays frequently used in many
technological processes. Their distinctive non-equilibrium character (low gas
temperature and high electron temperature) offer unique possibilities of the
production and treatment of different materials. In particular thermally unstable
materials can be either functionalized, activated, etched or synthesized by these
kinds of plasmas.

This contribution is focused on the polymerization and
functionalization of carbonaceous nanoparticles, thin films and nanocomposites.

The structure and properties of plasma polymerized materials, as for
example the degree of crosslinking or the hydrogen content, strongly depend on:
a) the intensity and energy of the species bombarding the growing material b)
the surface temperature and c) the species contributing to the growth of the
materials. The formation of nanoparticles induces strong changes of the plasma
parameters and thus of the above mentioned factors. These changes reflect
consequently on the material characteristics of the nanoparticles growing in the
plasma.

One example concerns nanoparticles formed in acetylene containing
plasmas exhibiting a core-shell structure. Nanoparticles under 10nm radius
shows strongly graphite-like character, The bonding situation changes with the
increasing size of the nanoparticles, showing the formation of a sp> poor mantle
around the graphite-like core. These results can be explained in terms of the
nucleation and growth process of nanoparticles, i.e. due to: a) size-dependent
heating of the nanoparticles and b) differences in the gas phase species involved
in the early growth stage vs those involved in the surface growth of the larger
particles. This phenomenon is especially interesting for applications, e.g. for the
production of nanocomposites with variable characteristics.

Besides the variation of the material characteristics of the deposit by
the choice of the nanoparticle size, it is also possible to vary the surface
properties by plasma functionalization. In this contribution we will report on
surface functionalization of such deposits by low temperature plasmas and by
photon irradiation.
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Topical Lecture

CATHODE SHEATH AND HYDROGEN BALMER
LINES MODELING IN A MICRO-HOLLOW GAS
DISCHARGE

Djordje Spasojevic

University of Belgrade Faculty of Physics, 11001 Belgrade, P.O.Box 368,
Serbia

Abstract. We present a model of the cathode sheath (CS) processes responsible
for the broadening of the hydrogen Balmer beta line recorded from a micro-
hollow gas discharge (MHGD) and used for simultaneous diagnostics of plasma
and CS parameters. The MHGD was generated in a microhole (diameter 100
um at narrow side and 130 um at wider side) of a gold-alumina-gold sandwich
in the pressure ranges: (100-900) mbar in argon with traces of hydrogen, and
(100—400) mbar in pure hydrogen. The electron number density is determined
from the plasma broadened line width of the central part of Balmer beta profile,
while the average value of electric field strength in the CS and the CS thickness
are determined from the extended line wings induced by the dc Stark effect.
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Progress Report

INVESTIGATION OF ENERGETIC HYDROGEN
ATOMS IN GLOW DISCHARGES

N. Cvetanovi¢!

" Faculty of Transport and Traffic Engineering, University of Belgrade,
Vojvode Stepe 305, 11000 Belgrade

Abstract. Hydrogen Balmer lines that are excessively Doppler broadened
have been detected in various types of discharges during the last two decades
(see Ref. [1] and references therein). This phenomenon is also found in
plasma fusion experiments. Namely, widely broadened profiles have shown
the presence of hydrogen atoms with high kinetic energies, up to several
hundreds of electronvolts. According to the collision (CM) or field
acceleration (FAM) model [2, 3] hydrogen ions (H", H,", H;") are accelerated
by electric field in the sheath regions of the discharge where they undergo
charge exchange reactions thereby generating energetic H atoms. Also, ions
are backscattered from the cathode as fast hydrogen atoms after undergoing
neutralization and fragmentation. Recently, alternative explanations have
emerged. In order to investigate the population of fast H atoms and verify the
CM we have performed a series of experiments with different types of glow
discharges. Balmer alpha emission spectroscopy was used for abnormal glow
discharge operating in DC and pulse mode in two directions of observation,
hollow cathode discharge and glow mode of dielectric barrier discharge.
End-on profiles were used to obtain the energy distributions of exited
energetic atoms. Using previously adopted method for line profile
decomposition [3] axial evolution of side-on profiles was analyzed. Influence
of cathode with low atom reflection and influence of discharge conditions on
energetic H atoms was investigated [4]. Temporal evolution of exited fast
atoms’ population was investigated in a pulse glow discharge. Preliminary
non-self-consistent simulation was developed for fast hydrogen atoms, and its
results are compared with the experiment.

REFERENCES

[17 A.V. Phelps, Plasma Sources Sci. Technol. 20 043001 (2011)

[2] Z. Lj. Petrovi¢, B. M. Jelenkovi¢ and A. V. Phelps, Phys. Rev. Letters 68
325 (1992)

[3] N. Cvetanovi¢, M.M. Kuraica, N. Konjevi¢, J. Appl. Phys. 97 033302(2005)

[4] N. Cvetanovi¢, B.M. Obradovi¢ and M. M. Kuraica, J. Appl. Phys. 109
013311 (2011) and J. Appl. Phys. 110 073306 (2011)
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Progress Report

DIAGNOSTICS AND BIOMEDICAL
APPLICATIONS OF RADIOFREQUENCY
PLASMAS

Sasa Lazovié!

!Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade,
Serbia

Abstract. Radiofrequency plasmas at low and atmospheric pressure exhibit
complementary features when it comes to biomedical applications. Non
equilibrium plasma of large volume can easily be generated and maintained at
low pressures. Samples can be successfully treated achieving high uniformity. A
large scale cylindrical asymmetric RF is used to treat textile and improve
antibacterial properties with addition of nanoparticles like that of silver.
Langmuir and catalytic probe are used to determine the optimal treatment
parameters by recording the ion and atomic oxygen spatial profiles. Although it
is harder to generate non thermal plasma at atmospheric pressure, it is necessary
to do so for the in-vivo applications and treatment of samples that cannot
undergo vacuum. Plasma needle and micro atmospheric pressure plasma jet
(LAPPJ) were diagnosed using mass spectrometry. The difference in geometry
and therefore configuration of electric fields has provided that ion and neutral
spectra were recorded for the plasma needle and only neutral spectra for the
LAPPJ. Electrical characterization of all plasma sources is performed using
derivative probes. Both at low and atmospheric pressure, balance of charged and
neutral species play an important role in determining the nature of the plasma
treatment. The selectivity of the plasma was investigated using the plasma needle
on biological model consisting of two types of bacteria (Escherichia coli and
Staphylococcus aureus) and human peripheral blood mesenchymal stem cells
(hPB-MSC). It was shown that by proper choice of plasma parameters,
sterilization of bacteria can be achieved without causing the damage to the
surrounding tissue (modeled by hPB-MSC). The research is a milestone on a
route towards the in-vivo application of the plasma needle for treatment of
paradontopathy.
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Progress Report

STUDIES OF MULTIPHOT ON PROCESSES IN
NOBLE GAS ATOMS

Andrej Miheli¢'

! Jozef Stefan Institute, Jamova cesta 39, Ljubljana, Slovenia

Due to their availability in monatomic form and their closed-shell electronic
structure, noble gas atoms are often considered suitable atomic systems for
studying nonlinear optical processes, such as multiphoton ionisation and
excitation, above-threshold ionisation, high-order harmonic generation, or
dynamic Stark shift. The processes which involve absorption or emission of
several photons require intense light sources and, as is the case with two-colour
excitations, exact synchronisation and spatial alignment of the photon beams. I
will present recent theoretical and experimental results of two-colour
synchrotron (pump) plus IR laser (probe) experiments with noble gas atom
targets, where either (i) angular distributions of photoelectrons ejected from the
synchrotron-polarised atoms are measured or (ii) metastable atom yields reached
by radiative decay cascades are measured. These experiments provide evidence
on the interaction coupling strengths and electron correlation in noble gas atoms,
and are in agreement with our calculations.
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Progress Report

SPECTROSCOPIC STUDY OF HYDROGEN
BALMER LINE SHAPES IN A HOLLOW
CATHODE GLOW DISCHARGE IN NH; AND
Ar/NH;, Ar/CH4 AND Ar/C,H, MIXTURES

N. M. Sisovi¢
University of Belgrade, Faculty of Physics, Belgrade, P.O. Box 368, Serbia

Abstract. The considerable interest has been shown for the shape of Balmer
lines emitted from a low-pressure discharges operating with hydrogen isotopes
or with inert gas—hydrogen mixtures, see [1] for comprehensive literature
review. The interest is triggered primarily by large excessive Doppler
broadening (EDB) of hydrogen Balmer lines detected first time in a hollow
cathode glow discharge (HCGD) run with hydrogen and hydrogen—inert gas
mixtures.

Different broadening mechanisms are used to explain Balmer line
components in hydrogen low-pressure gas discharge. The overall line shape was
named Anomalously Doppler Broadened (ADB) profile. The narrow part of the
line profile represents convolution of several profiles emitted by thermalized
excited hydrogen atoms and H* generated by dissociative excitation in electron
impact collisions with H,. The broader middle part of the line profile is, in most
cases, related to the dissociative ionization of H, via several reactions with the
respect to the Franck—Condon (FC) principle. The presence of large excessive
Doppler broadening (EDB) determined from the broadest part of multi-
component ADB profile, explains so-called plasma-sheath “Collision Model”.

The aim of this work is to study atomic hydrogen line shapes in a hollow
cathode glow discharge in ammonia and argon—ammonia, argon—methane and
argon—acetylene gas mixtures. The intention is to test applicability of earlier
results of electron beam dissociation of NHj; [2], CH, and C,H, [3] for analysis
of narrow and medium width Gaussians of Balmer line profile in HCGD.
Although the processes of disociarive excitation and ionization were of major
interest, the EDB of hydrogen Balmer lines in all working gases was also
observed and studied.

REFERENCES

[1] G.Lj. Majstorovi¢ , N.M. Sisovié¢ , N. Konjevi¢ , Phys. Plasmas 14 043504
(2007).

[2]J. Kurawaki and T. Ogawa, Chem. Phys. 86, 295 (1984).

[3] T. Ogawa, J. Kurawaki, M. Higo, Chem. Phys. 61, 181 (1981).
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Progress Report

BREAKDOWN AND DISCHARGE REGIMES IN
STANDARD AND MICROMETER SIZE DC
DISCHARGES

Nikola Skoro

Institute of Physics, University of Belgrade, P. O. Box 68, 11080 Belgrade,
Serbia

Abstract. Low temperature non-equilibrium discharges draw attention both from
the side of basic-level investigations and from application motivated research.
Advances in fundamental research lead to emergence of new applications but the
vice versa approach is also present in many cases. In either way, due to the
complexness of the discharges, full understanding of discharge processes is
necessary for making efficient and reliable applications.

On one side, our investigations were directed towards low-pressure dc
breakdown and discharge regimes in standard (cm) size chamber with plane
parallel electrodes. This research is continuation of previously well-established
experimental method, now applied for the gases of interest for applications:
fluorocarbons and water vapour. Breakdown properties for these gases were
investigated in a wide interval of pd (pressure x electrode gap) parameter. From
recorded discharge emission profiles we were able to point out the most
important processes governing the breakdown and low-current regimes and to
extract the data of ionization coefficient and secondary electron yield. Apart
from measurements of current-voltage characteristics in all gases, time resolved
recordings provided information about particle kinetics during formation of
different discharge regimes.

Another direction of investigation was aiming to explore properties of micro-
discharges: the discharges with electrode gaps of several hundreds of um that
operate at pressures up to atmospheric. Diagnostics of these discharges is quite
limited due to their very small size. Thus, it is important to find out how much of
the existing knowledge about low-pressure discharges can be applied to their
micro counterparts. Scaling laws can give that answer providing that they are
valid for small gaps. Hence, results of breakdown and current-voltage
characteristics obtained from parallel plate micro discharge chamber are
interpreted in the sense of investigation of validity of scaling laws. Special
attention was given to precise determination of scaling parameters from obtained
experimental results. Moreover, measurements were performed also with
complex geometry electrodes. In this case, analysis of results is more
complicated due to the effects induced by electrode geometry, but these
electrode configurations are more suitable for applications.
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CALCULATION OF RADIATION TRANSFER IN
SFs ARC PLASMAS USING THE P1-
APPROXIMATION

M. Bartlova, V. Aubrecht, N. Bogatyreva

!Addresses: Faculty of Electricel Engineering and Communication, Brno
University of Technology, Technicka 10, 616 00 Brno, Czech Republic

Abstract. The objective of this paper consists of approximate calculations of
radiative heat transfer in SFq arc plasmas at the plasma temperatures in the range
of 1000 — 35 000 K and pressures from 0.5 to 5 MPa. As a mathematical tool for
the radiation field prediction, the P1-approximation was used. To simplify the
calculations, the frequency dependence of absorption coefficients has been
handled by means of Planck and Rosseland averaging methods. Calculations
have been performed for cylindrical plasma of various radii (0.01 — 10) cm with
given temperature profile. Contribution to the net emission of different spectral
regions is discussed.

1. INTRODUCTION

The electric (switching) arc is responsible for proper disconnecting of a
circuit in high power circuit breakers. In the mid and high voltage region, SF
self-blast circuit breakers are widely used. Radiative heat transfer influences very
much the physical processes occurring in the arc plasmas. Detailed information
about the local arc structure can only be given by mathematical models

Several approximate methods of accounting for radiative transfer in the
arc plasma have been developed (method of net emission coefficient [1-3],
method of partial characteristics [4, 5], etc.). In this paper, attention has been
given to the Pl-approximation [6], which consists of expanding radiative
intensity in spherical harmonics and including only the first order terms. Under
this assumption the equation of radiative transfer leads to one simple elliptic
equation for the density of radiation U,

div —%gradUV +k,cU, =41TB K, )
K

14

where , are the spectral absorption coefficients, c is the speed of light, and B, is
the Planck equilibrium radiation. The reason for using the Pl-approximation is
the computational efficiency. Solving equation (1) we can find the spectral
radiation flux
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Figure 1. The real absorption spectrum compared with Planck and Rosseland
means for 7= 20 000 K and p = 0.5 MPa.
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Figure 2. Net emission in P1-approximation for various spectral averaging.
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F = —LgradUV , 2
3k

14

and the spectral divergence of radiation flux — the net emission from an
infinitesimal gas volume. Integrating over frequency the total radiation flux and
total net emission are obtained.

2. MEAN ABSORPTION COEFFICIENTS

One of the methods for simplifying the calculation is the multigroup
approximation [7]. The frequency spectrum is cutted in several groups in which
the absorption coefficient is supposed to be constant with certain average value.
The mean values of absorption coefficients are generally taken as either
Rosseland (&) or Planck (xp) means:

Vies1 Vil Vil Vil
1 , dB dB

K = j K v j —dvix, = V:.‘KVBVdV V!Bvdv .

3. RESULTS

We have calculated radiation characteristics of SFq cylindrical plasma
for pressures from 0.5 to 5 MPa. In calculation of absorption spectrum,
contribution of SFs molecules, S, F neutral atoms, and S*, $*%, S*, F*, F*? jons
were taken into account. The frequency interval (10> — 10'®) s was splitted in
five groups with following cutting frequencies (in units10" s™):

1. =1{0.001, 1,2,4.1, 6.8, 10}

Planck and Rosseland means were calculated for temperatures (1000 — 30 000)
K. Planck and Rosseland means for temperature 20 000 K and pressure 0.5 MPa
are shown in Fig. 1. It can be seen that Rosseland means neglect the
contribution from the absorption peaks; on the other hand, Planck means
overestimate the absorption.

P1-approximation was used for calculation of radiation characteristics
using Planck means, Rosseland means, and also their combination. Parabolic
temperature profile was assumed. Fig. 2 shows results of the net emission for
different averaging methods for plasma cylinder at the pressure of 2 MPa and
with the radius of 0.25 cm. Rosseland averaging gives very low values of
emission of radiation in hot parts of the plasma, and also neglects the absorption
of radiation in cold edge of the plasma cylinder (the negative values of the net
emission). The contribution of individual frequency groups to the total net
emission is presented in Fig. 3. The plasma pressure is of 0.5 MPa and radius of
0.25 cm. It can be clearly noted the domination role of the UV radiation in
interval 75 — 150 nm, i.e. 2x10"° - 4.1x10"” s™".
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Figure 3. Contribution of individual frequency groups to the total net emission.

4. CONCLUSION

Comparison of the net emission in SFg plasma predicted using P1-
approximation and various averaging methods have been performed. Rosseland
means underestimate both emission and absorption of radiation. We have also
performed analysis of radiation in various spectral regions. The dominant role
of UV radiation in interval 75 — 150 nm has been shown.
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Abstract. Several spectral lines of Xe II have been measured in this work, which
has permitted to get a set of new values for the transition probability of this
element. Spectral lines were emitted by a pulsed plasma whose temperature goes
between 15000 and 24000 K.

1. INTRODUCTION

Knowledge of atomic parameters, for example transition probabilities,
have a great importance not only in the theoretical sphere, but also in the
diagnostics of every source emitting radiation, such as conventional lamps,
lasers, industrial plasmas, fusion science or Astrophysics.

Nowadays, plasma diagnostics in fusion apparatus, such as the ITER
project, is the most important application of transition probabilities. In a very hot
plasma, as it happens in thermonuclear fusion research, impurities of heavy ions
radiate a huge quantity of energy, cooling the plasma. Accurate transition
probabilities data are necessary to analyse and model these problems related to
the loss of energy. In Astrophysics, determination of the abundance of various
elements in stars is the main application of transition probabilities, being these
data especially useful in the interpretation of spectral emission lines for ionized
species.

However, these necessities are not covered by the available data. In this
work, a number of Xell spectral lines between 200-600 nm have been measured,
getting new transition probabilities of this element. The method used is based on
the measurement of relative intensities of spectral lines emitted by a pulsed
discharge lamp, where a plasma of Xenon is generated. The plasma temperature
is determined by using the Boltzmann-plot technique. The absolute values of the
new transition probabilities are obtained from 7 Xell spectral lines whose Ay; are
well established in the literature. Table 1 shows, for the 7 reference lines, the A y;
value taken as reference, the mean value calculated in this work and its standard
deviation o.
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Table 1. Transitions used as a reference. Calculated transition probabilities are
denoted with A i[TW].

A (nm) gk Ex (eV) Ay Ref. A[TW] c
Ref. '10%  (s710%

458.548 8 16.80 0.62 [1] 0.67 0.09
459.205 6 17.78 0.88 [1] 0.80 0.08
460.300 4 14.48 0.82 [2] 0.67 0.07
487.650 8 16.12 0.63 [2] 0.64 0.07
488.353 4 15.08 0.67 [1] 0.67 0.07
488.730 4 15.28 0.27 [1] 0.30 0.03
489.009 6 15.07 0.09 [1] 0.09 0.01

The experimental arrangement and the experimental data treatment are
explained in detail in previous work [1, 3-5]. The mixture of helium (59.46%)
and xenon (40.54%) at a pressure of 180 Pa continuously flowed through the
discharge lamp. Under these conditions, plasma emission lasted for about 200 ps.
Thousands of spectra have been recorded and processed, several of them for
every line during the life of the plasma. The recorded spectra were fitted to sums
of symmetrical Lorentzian functions which represent spectral profiles. An
example of a part of Xell spectrum and its fit is shown in Fig.1. Wavelengths
were taken from reference [6]

350 - 487.650 nm

300 - 488.353 nm -
250 |

200

150 -

Intensity (arb. u.)

488.730 nm

100 |- |
489.009 nm |

50 -

0 L=t r 4

486.5 487.0 487.5 488.0 488.5 489.0
A (nm)

Figure 1. Example of a part of Xell experimental spectrum and its fit.

The Fig.2 shows a Boltzmann-plot obtained with the set of 7 Xell
reference lines for two different moments in the life of the plasma.
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Figure 2. Boltzmann-plot obtained for 50 and 170 ps
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Figure 3. Temporal evolution of the electron temperature.

Once the plasma temperature is known, a mean value of Ay; can be
calculated. Fig.4 shows Ay; values for 488.353 nm Xell line through the different
moments of measurement. The main value is also represented with the horizontal
line. The uncertainty in the Ay; of every line depends on many different factors
(intensity of the line, quality of processing, uncertainty in the calculation of
temperature, standard deviations...). However, an estimation of the uncertainties
can be made, normally being under 20% in this type of measurement.
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Fig. 4. Example of Xell 488.353 nm line transition probabilities calculated with
all the reference lines

Full results will be presented at the conference and will be published
shortly.
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Abstract. Secondary electron emission from electrode surfaces is exam-
ined, regarding a capacitively coupled plasma reactor (CCP) with external
circuit. The presented results are obtained using an implicit ”Particle in
cell”(PIC) 1D code, with Monte Carlo treatment of collisions. The sec-
ondary electron emission coefficient on the electrodes is modeled by expres-
sions proposed by Phelps and Petrovi¢ for argon (Ar) neutrals and ions,
obtained from a large set of experimental data, concerning the energy of im-
pacting ions and fast atoms and surface type atomically ”clean” or ”dirty”.

1. INTRODUCTION

The implicit field solver supports a complete model of an external
passive circuit on both of the electrodes[l-4]. The reactor is symmetri-
cal, powered by two sources. One source is used to sustain the discharge
(13.56MHz at 300 V peak to peak) and the other source (2.712 MHz at 1000
V peak to peak) is connected on the oposite electrode and has a bias of -400
V. This source configuration, often named dual-frequency discharge, is used
as a way to independently control the energy distribution and flux of im-
pacting ions[5]. The electrode separation is 2.54cm with electrode diameter
of 10.16cm. The secondary electron emission depends on the characteris-
tics of the surface material and on the energy of the impacting particles, in
plasma modeling the coefficient v is often taken as a constant, thus produc-
ing disagreements between experiment and theory [6,7]. In this paper the
v coefficient is modeled by formulas that depend on the ion energy ¢; and
neutral energy €,. These analytic formulas have been suggested by Phleps
and Petrovi¢[8]:

(e 500)"2
fclean = 0.07 41075 972 !
Viclea 1+ (e/70000)°7 W
ity = —20026 5. 10m4 (G 30.0) - (2)
i,dirty 14 (6i/30)1‘5 . (1 + (61/8000))1.5’
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(en — 500)"2
1+ (en/70000)* 7"

(en —32)"7 o4 (= 90)"* .
1+ (en/2800)"° 1+ (E/8000)"°

According to the above relations, there are two surface conditions: treated
(atomically clean) surface and untreated (atomically dirty) surface. Second
therms in equations (1), (2) and (4) are zero bellow 500 eV, 80 eV and
90 eV respectively, also vy clean and Yy dirty are zero below 500 eV and 32
eV respectively. We denote fast argon atoms as argon neutrals to make a
distinction from the background argon atoms, as we only observe fast atoms
above energy of 32 eV. We have used cross sections for Ar-Ar collisions from
[9]. Neutrals are allowed to escape the discharge if the lateral distance is
greater than the electrode radius. We have made simulations for parallel
plate Ar dual frequency discharge at 50 mTorr. We have used analytical
formulas for secondary emission under condititions where secondaries are
important.

3)

-5
Tn,clean = 10

(4)

In,dirty = 7- 1075

2. DENSITY OF PARTICLES

Production of fast neutrals is by collisions with particles with similar
masses as the gas particles. Considering that the ions drift through the
sheath, from the bulk plasma to the electrodes, they gain kinetic energy
that is transferred to the background gas. The discharge has an electrode
that is biased by -400 V with a large sheath and voltage drop, where a larger
production of neutrals is expected, Figure 1.

1e+16

1e+15

1e+14

Particle density [m~]

1e+13 |

;
neutrals}w’
i i

| |
1e+12 § L
0

L 1 L L
0.005 0.01 0.015 0.02 0.025

Distance [m]

Figure 1. Ion, electron and fast neutrals densities in the discharge between
powered (z=0 m) and biased (z=0.0254 m) electrode
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3. ENERGY DISTRIBUTIONS ON ELECTRODES

For a dirty surface condition, the ion and neutrals energy distribu-
tion on the electrodes is presented in Figure 2. The powered electrode shows
lower production of neutrals, which is also the reason for the peak at 80 eV,
which corresponds to ions that traverse the sheath without collision. From
the bulk to the biased electrode ions transfer momentum to background gas
at such a rate that at the electrode there are more fast neutrals than ions.
Traversing the sheath to the biased electrode, ions collide multiple times
with neutrals and due to more effective momentum transfer it results in
greater production of fast neutrals.
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j j ! ions on biased ——
neutrals on biased -------
ions on powered ——
neutrals on powered
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¥
.,
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.l 1 1 i >
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Energy [eV]

Energy distribution on electrode [1/s-eV]

Figure 2. Jon and neutrals energy distribution on the biased and powered
electrode, presented as a number of particles hitting the electrode normalized
in time and energy.

4. SECONDARY ELECTRON EMISSION

We have chosen regime where the discharge is strongly affected by
the secondary emission[10]. Secondary emission of electrons from electrodes
can be a governing process for sustaining the discharge. In this section we
chose four diferent situations often encountered in simulations. In Figure 3
it is shown that for constant secondary emission (0.07 or 0) the discharge
cannot be sustained. On the other hand, for the same external voltage,
secondary emission for dirty and clean electrodes balances itself leading to
sustainable discharge.
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Figure 3. Number of particles in the discharge for four different types of
secondary emission.
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Abstract. In order to improve the precision of calibration-free laser-induced
breakdown spectroscopy measurements, the existing database of Stark
parameters needs to be significantly expanded. In this work, we have evaluated
the optical thickness of laser-induced plasma for several Al II lines to be used for
laser plasma diagnostics.

1. INTRODUCTION

Laser-induced breakdown spectroscopy (LIBS) is an emerging
technique for elemental analysis of materials. It is a promising “tool” for
applications in many areas, such as quality control in industrial production,
material recycling, environmental survey, interplanetary exploration etc. Even
though the LIBS ability of performing precise analysis has been demonstrated
for a significant number of materials, quantitative measurements are still difficult
in many cases. The low precision is mainly due to the difficulty of calibrating
LIBS measurements.

In order to overcome this difficulty, calibration-free LIBS procedures
have been developed. We have proposed a method for quantitative LIBS analysis
based on comparing the measured intensities of atomic spectral lines to the
spectral radiance of plasma, that is generally supposed to be in local
thermodynamic equilibrium [1]. The absorption coefficient a(X), used for the
calculation of plasma spectral radiance, takes into account the dominant spectral
line broadening mechanisms. In order to achieve high precision of calibration-
free LIBS measurements, a large database of Stark parameters needs to be
available. The amount of Stark parameters data existing in the literature is very
limited and they are often imprecise.

By employing optical emission spectroscopy to laser induced plasma
one may measure Stark parameters of the spectral lines of any element present in
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the irradiated sample. Still, laser-induced plasma is in most cases very dense, and
for a number of spectral lines the plasma is optically thick. Self-absorption may
lead to distortion of the spectral line profile, thus producing an apparently large
line halfwidth and introducing a large error in the measured value of the Stark
halfwidth coefficient [2]. This is why analyzed spectral line needs to be checked
on self-absorption, before proceeding to intensity and Stark halfwidth
measurement.

In this work, we have employed the method of duplicating the optical
path through the plasma with a spherical mirror [2] in order to check the optical
thickness of laser-induced plasma for several spectral lines and find the optimal
conditions for Stark parameters measurements.

2. EXPERIMENT

A schematic representation of the experimental set-up is given in
figure 1. Laser ablation of an Al alloy (92.5% Al, 7% SiO,, 0.45% Mg) was
performed using an Nd:YAG laser (266 nm wavelength, 5 ns pulse duration, 10
Hz frequency, 10 J/cm? fluency) in Ar at a pressure of 50 mbar.

N2plate shutter

\
AN [ mirror plasmaimage atthe
| I | [ entrance slit of spectrometer

Tt

pobl\arization z f X

analyzer N\ v
7 ]

imaging spectrometer

Nd:YAG laser

laser beam emission
and focusing

lens

f=150 mm +ICCD camera
plasma
2 mirrors at 45°
'3
f ! / spectralimaging
E‘»y ? y{ X —
sample
spherical lens
mirror z f=200 mm

100 nm. chamber

Figure 1. Experimental set-up.

The plasma plume was imaged to the entrance slit of the imaging
spectrometer, coupled to an ICCD camera (Fig. 1). Spectroscopic observations
of the plasma plume were performed perpendicularly to the laser beam axis, by
selecting a plasma layer of 50 pm thickness at 0.4 mm distance from the sample
surface. A spherical mirror was mounted along the observation axis at 2 focal
distances behind the plasma in order to project the image of the plasma plume
on itself.
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3. RESULTS AND CONCLUSIONS

In this study, optical thickness of several Al II lines has been studied.
Spectra of the analyzed Al lines have been recorded with and without the
spherical mirror. An example is given in Fig. 2. Plasma transmission coefficient
has been calculated using the expression:

T=R"(i}4 —1]=exp(—r) M

A

where B;_M and B, represent plasma spectral radiances recorded with and
without the mirror, respectively; while R is a factor that takes into account
mirror reflectivity, losses on chamber windows and geometrical effects. R factor
was determined from the corresponding continuum radiation recorded with and
without the mirror. 7 is the optical thickness.

40000

Al 1l 704.206 nm —— without mirror
350004 ,i’\-‘ - - = with mirror
B— i Al 705.660 nm
3 \
8 i A
© 25000 T B
o ' 1
§ if s
T 20000 i }
= 4 \ Alll 706.364 nm
© 15000 1
B
8
& 10000+
5000
0 T T T T T
703 704 705 706 707 708

wavelength (nm)

Figure 2. Spectra of three Al II lines recorded with and without the mirror.

T | T I T I T | T
- experiment
|- simulation

b 1
(53
o
Q
8 08 £
% =
2 06 g u 3
e b= s
g 04l g g > .
= ’ < Iy =
- S = < -
02 = = —
L < < |
PR A S IR R S
%03 704 705 706 707 708

Wavelength (nm)
Figure 3. Transmission coefficient: experimental and simulated spectra.

Applying calibration-free LIBS procedure to the obtained transmission
coefficient spectrum of Al II lines (Fig. 3) enabled us to estimate the plasma
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parameters (N, = 3.5-10'7 ecm™, T = 1.8:10* K) and calculate the plasma optical
thickness for the observed lines.
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Figure 4. Temporal evolution of the optical thickness.

The temporal evolution of the self-absorption effect in laser-induced
plasma was studied by measuring the optical thickness for several Al II lines
and one Si I line at different gatedelays of the plasma life (Fig. 4). In case of
ionic spectral lines, optical thickness decreases with time, indicating a reduction
of the self-absorption effect. On the other hand, self-absorption of Si I line
becomes more pronounced with time. Temperature of laser-induced plasma
decreases with time, leading to a depopulation of higher energy levels and ions
recombination, thus decreasing the number of ions and increasing the number of
atoms present in the plasma. Due to this, self-absorption of ionic lines
decreases, while the self-absorption of neutral spectral lines increases with time.

In conclusion, optimal conditions for Stark parameters measurements
in laser-induced plasmas are different for neutral and ionic spectral lines. An
early gatedelay is favourable for neutral lines, since there is no or very low self-
absorption, and lines are strongly broadened. On the other hand, ionic lines are
strongly self-absorbed at early gatedelays, while at later gatedelays the lines
become very narrow due to electron density decrease. So, in order to find
optimal conditions for Stark parameters measurements of ionic lines one should
use a sample containing a low percentage of the analyzed element, in order to
reduce the self-absorption effect, and then choose an early gatedelay.
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Abstract. Here we present a program developed in Matlab® for processing
spectral images taken with ICCD camera mounted on the exit plane of a
spectrometer. The images represent time and space resolved spectral lines
originating from the laser induced plasma. Main steps of this procedure include
image cropping along its dimensions, intensity correction, symmetrysation,
smoothing, self absorption correction and Abel inversion of image. These steps
will be described using Li I 460.3 nm spectral line. The procedure described
here, in general, can be applied to any spectral line image from different
cylindrical plasma sources when checking and correction for self absorption is
needed.

1. INTRODUCTION

Laser induced breakdown spectroscopy (LIBS) has attracted a lot of
attention in recent years due to its unique properties, see e.g. ref. 1.
Determination of plasma parameters, in first place electron temperature, Te, and
electron density, Ne, is important for application of LIBS. To determine
correctly plasma parameters, one should consider optical thickness of laser
induced plasma (LIP) and determine whether spectral lines of interest are self
absorbed. This is essential for both, the analytical applications and for diagnostic
purposes. Experimental setup based on duplicating optical path length of plasma
emission by placing a spherical mirror behind plasma in order to check self
absorption (SA) and to perform correction is described in [2]. When self
absorption is low enough, the line profile can be corrected according to formula
(31) in Ref. 2.

The LIBS experimental setup for time and space resolved spectral
measurements and SA correction was installed in our laboratory. In our
experiment we used focusing lens and flat mirror instead spherical mirror, in
order to estimate SA. To process experimental data efficiently, Matlab program
was developed in our laboratory. The novelty of this program is related to SA
correction on experimental data.
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2. PROCEDURE

Matlab is chosen for processing experimental data, for several main
reasons: i. the inherent property of all numerical data are in the matrix form; 7.
large collection of specialized functions that are applicable to matrix form of
numerical data is available; 7ii. the surrounding for developing customizable

windows as graphical interfaces.

Spectral recordings (experimental data) are images (matrices) from
ICCD camera (1024 x 256 pixels) placed on the exit slit of the spectrometer. The
first column in matrix (image) represents wavelengths, the first row lateral
positions, and other fields of the matrix are intensities. The program in Matlab
along with graphical user interface (GUI), is shown on fig. 1, and will be
described in next paragraphs. GUI consists of several sections, which are

visually separated.

B obradas4

Step 1 - Import and Basic Image processing Save Import Reset
Import Data show ShowData

Import CF [ show @) Save Data

Reset
Intensity Correction [[]show )

| Lover e
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Figurel. Appearance of the main window

In the first section, called “Basic Image Processing”, experimental data
matrix are imported along with correction factor. After intensity correction,
image should be cropped. That is done by specifying cropping limits (along
lambda axis and also along lateral axis —see fig 2a.). Next step in this section is
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symmetrisation (this step is optional). Symmetrisation is important for applying
Abel inversion. Image matrix after symmetrisation is shown in fig. 2b.

The section, entitled “Save Import Reset” deals with common
functions such as saving processed data, importing processed data and resetting
the program.

In the next section, called “Step 2 — Test smooth”, user can define filter
for smoothing matrix data. The smoothing is important as a noise removal tool
and as a step for preparation of image matrices for self absorption correction.
Smoothing filter is based on “Savitzky — Golay filter”, see ref. 3. By inputting
number of column and row of image matrix, and by specifying filter parameters,
with the press of “Test Smooth” button, new windows will show to the user: the
line profile at given column number along with its smoothed profile and also the
lateral profile for required row number along with its smoothed profile.

Figure 2. a) Data recorded without back mirror after crop, b) Data recorded
without back mirror after symmetrisation, c¢) data recorded without back mirror
after smoothing, d) data matrix recorded with back mirror after crop,
symmetrisation and smoothing, e) data matrix after SA correction (see figure 3.)
f) data matrix after Abel inversion.

In section, “Step 3 — Smooth Matrices”, see Fig. 1, matrices (recorded
without back mirror and with a back mirror) are smoothed with defined filter
first along lateral and then optionally along wavelength direction. If check
boxes are on, smoothed matrices will be shown in new windows — see fig. 3c, d.

The most important section is called “Self-Absorption Correction”.
Theoretical background is given in ref. 2 and 4. Input parameters for this
procedure are ratios of continuum recorded without and with back mirror and
ratios of recorded line profiles without and with back mirror. Novelty in this
procedure is that it calculates ratios for every lateral position individually, and
then determines the correction factor at each lateral position (in this case for
every matrix column separately). Example of self absorption correction for a
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line profile starting from the center of plasma (center of matrix) is given in fig.
3a. The lateral profiles at line maximum (460.3 nm) for matrices recorded
without and with back mirror, and the profile of SA corrected matrix are shown
in Fig. 3b.
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=
=
=

000

Intensity
Intensity

G000 6000
4000

20008

e
457 458 459 460 461 462 463 464 -0l

457 458 459 460 461 462 463 464 ili]
2 [nm]

Figure 3. a) Line profiles of Li I 460.3 nm spectral line from plasma center
(center of data matrix) recorded without back mirror, with back mirror, and SA
corrected profile; b) Lateral profiles of the same line at the maximum intensity
(A =460.3 nm) with the lateral profile corrected for SA.

The procedure of Abel inversion, as a last section, is performed by
using Jacobi polynomials (see ref. 5). In this section, one of the processed
matrices in the list box can be selected, and then by pressing the “Abel
inversion” button a new window appears. The input parameters for the Abel
inversion procedure can be chosen in this window and at the end Abel inverted
matrix is shown (see fig. 2f).

In conclusion, the presented procedure is applicable to all experimental
data in the matrix form obtained from various kinds of side-on experiments with
cylindrical plasmas, where spectra line recordings have to be corrected for SA.

Acknowlendgements

The authors acknowledge discussions with N.Konjevic. This work is supported
by Ministry of Education and science under the project NO 171014 .

REFERENCES

[1] D.W. Hanh, N. Omenetto, Appl. Spectroscopy, 64, 12, 336A (2010)

[2] N. Konjevi¢, Phys. Rep. 316, 339 (1999).

[3] http://www.mathworks.com/products/

[4] H-Y. Moon, K. K. Herrera, N. Omenetto, B. W. Smith, J.D.
Winefordner, Spectchimica Acta Part B, 64, 702 (2009).

[5] S. Djurovié, Journal of Research in Physics, 28, 2, 153 (1999)

158



26th Summer School and International Symposium on the Physics of Ionized Gases

GENERALIZED LIGHTNING TCS MODEL
WITH CURRENT REFLECTIONS

Cvetic I.', Djuric R., Ponjavic M.!, Sumarac D.", Trifkovic Z.>

'Faculty of Electrical Engineering Belgrade, Belgrade, Serbia
*Faculty of Mechanical Engineering, Belgrade, Serbia

Abstract. The generalized travelling current source model (GTCS) is extended
to take into account the current reflections occurring at ground and at the upper
end of the lightning channel. The ground reflection and the top reflection factors
are overtaken from the extended TCS model. The current sources are placed
along the activated length of the lightning channel and represented by the
channel discharge function introduced earlier in the GTCS model. The multiple
reflections originate current waves moving up and down on the lightning
channel. The total current is composed by the source current according to the
original GTCS model and the reflected currents. The current along the channel
can be represented as two sums of the integrals of the current sources along the
channel.

1. INTRODUCTION

During the return stroke process, the current flows through the lightning
channel lowering the leader charge to earth. The lightning return stroke models
which belong to “engineering” — models commonly assume the lightning
channel as transmission line, where the current reflections are ignored at the
terminations. In reality, the channel-base is terminated by the ground impedance
and current reflections occur at the transition from the channel in air to ground.
Current reflections are also expected at the upper end of the lightning channel
acting like the open end of a transmission line. Objective of the paper is to
extend the GTCS model in order to take into account these current reflections.

2. THE GTCS MODEL WITH CURRENT REFLECTIONS

The case of the GTCS return stroke model [1, 2] is analyzed. The
classical TCS model [3] can be derived as a special case of the GTCS model
[1]. The GTCS model with the current reflections occurring at the ground and at
the upper end of the lightning channel during the return stroke is shown in
Figure 1. The ground reflection coefficient is defined as
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P =1y, g (D

A where i, is the upward (reflected) and i), is

the downward moving current wave at the
channel-base having the current reference
i directions along the z-axis. The channel top
di current reflection coefficient is [3]

R=-4, A=(c—-v)/(c+V), 2)

[~}

v(t+T)
cT

where vis the return stroke velocity and c is the
speed of the light. Since v<c¢ from Eq.(2) one
obtains

B ~1<R<0. (3)

|
'p v v The values of the ground reflection coefficient is
- ; determined by the soil characteristics and it
¢ dzofi dzg")d t+2T . . Y i .
pans the interval [-1,1]. For a good grounding
system the ground reflections are taken into
account with p >0. In that case both current

o

=)

S
&

Figure 1. The current
reflections from the ground
and from the upper end of ~ waves in Eq.(1) have the same direction. The
the channel according to  total current at the ground level can be
the GTCS model represented as the sum of the downward moving

current wave and the upward moving current
wave reflected from the ground, that is:

Iy =y g +iy, =(A+1/ p)iy,, =0+ )iy, )

The current at the ground level can be determined either by knowing downward
current or the upward current at the ground level. The GTCS model assumes
that the current sources di, are homogeneously distributed over the activated

part of the channel. In Figure 1, an infinitesimal current source at some height is
depicted. According to the GTCS, the current of the source is given by:

dig 1) = 4, () [ @) d5 . )

where u=1¢—z/v is the generalized time, f(u) is the channel discharge

function [1, 2], and g, is the negative leader line charge density deposited

along the channel corona sheath prior to the return stroke. Note that
di, > 0 since the discharge of the negative charged channel is considered. The

current pulse generated by the current source splits into two components. The
downward moving current source component is

diy’ = pdi,, (6)
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where p e [0, 1] is the current source split factor, Figure 1. It is directed upwards

since p >0i.e.dii” > 0. The upward moving current source component is

diy” = (1= p)di, . @)

If p=1, there is no upward moving current component i.e. one obtains the

(d)

classical TCS model. The first current component i *’ originates from the

(d)

downward portion of the injected current pulse di, mcluding all reflections

from the ground and later from the upper end of the channel, Figure 1. The
second component i/ ”) is generated by the upward portion of injected current
pulse dz(" including all reflections from the upper end of the channel and later
from the ground. The total downward current at the channel-base is

. d u
byya = Ié/J +l(()/z)/ . )
According to (4) the total channel-base current will be

=(1+p) iy +ion) - ©

3. THE TOTAL CURRENT ALONG THE CHANNEL

(t/)

According to [3] the downward current pulse i’ at the channel base generated

by the current source component i is

Now

W 0=p 2 (RpY [ %(5) Sf@dg , u=AT=§1, (10)

where the current generator pulse is defined by the initial line charge density
(corona charge) ¢g,, along the channel and the channel discharge function f(u)
where u >0 represents the generalized time [2, 3].

diQ(u)=q;l(§)a—if(u)d§ , u=t'=Ev=t/A-E/v, u>0. (11)

(N)

In a similar way it can be shown that the downward current pulse /"’ at

the channel base generated by the current source component dl(()") is

Nowx

W0 =-0-p) 2, Rp [ q,,,,(f) [ dS , u=A1=¢). (12)

The total current at the channel-base can be calculated using Eqs.(9),
(10) and (12). The current at some altitude in the channel consists of the upward
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and the downward moving components, i,(z,7) and i,(z,t) , respectively. Since
i(z,t)=1,,(t—z/c) and i,(z,t) =i, ,(t+z/c) . Using (4) it follows

i(z,0) =[piy(t—z/c)+iy(t +z/ /(A + p) (13)

where the channel-base current i, is given by Eq.(9).

4. CONCLUSION

The GTCS-model suggests that the lightning current is injected by a current
source located along the increasing lightning channel. From there the current
wave propagates up to the channel top and down to earth with the speed of light.
Based on these assumptions, the GTCS-model is extended to take into account
the current reflections at the channel top and the ground. The ground impedance
is considered by a ground reflection factor p having a constant value. When the
downward moving current wave arrives at ground, it is reflected and then this
reflected current wave move up on the return stroke channel. When this upward
moving current arrives at the top of the lightning channel, it is totally reflected.
Otherwise, the current would be stored as charge in the lightning channel, which
seems to be unrealistic. Due to this turn-on process, the top reflection factor R
depends on the return stroke velocity v. The top reflection factor R just
describes the property of a current wave arriving at the moving open end of a
transmission line. Therefore, it is not restricted to the assumptions of the GTCS
model and it is possible to use it in different “engineering” models.
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Abstract. The classical lightning travelling current source (TCS) return stroke
model without current reflections is considered. The TCS model is modified to
take into account the current component caused by the transferred line charge
density along the channel core below the return stroke wave-front. For the TCS
model without current reflections this modification has yielded the final results
similar to those of the Bruce-Golde model (BG). In the modified TCS model the
distribution of the channel current is uniform i.e. there is no line charge along the
core below the return stroke wave-front. Nevertheless, the physical picture of the
discharge differs significantly from that of the BG model. For the TCS model
with the current reflections from the ground and from the upper end of the
lightning channel the modification is more complex. In this case the transferred
line charge density along the channel core can be calculated from the equation of
continuity.

1. THE MODIFICATION OF THE TCS MODEL

Side view of the lightning channel containing channel core and the
corona sheath during the return stroke stage is depicted in Fig.1. Transferred
line charge density component g, = dq,. / 0z for the TCS model is [1]

g, =—iges(t+z/c)lc, 120, z<VI. @)

The deposited line charge density component Q' =dQ,, / dz above the return
stroke wave-front for the TCS model is given in [3]

Ol =igres(z/V)IV . z<vt. 2)

where iy, (¢) is the channel base current in the TCS model. The channel-base
current can be expressed by the deposited charge density component if one

substitutes z =V 7 in Eq.(2). It follows

lores (F) = V*Q:ie (V*t ) . 3)
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The current at some altitude in the TCS
model [3] is given by

Undis-chérg;:d pa-rt

of the channel sheath Ies (z,0)= Iorcs (t+z/c), z<t. 4)
-C L ?de _ If one neglects the rotational

- - ore )
vI 11~ Return stroke elgctrlc_ field (fomponent generated by 'fhe
; + || - wave-front axial time-variable current then the line
Discharged _ || - charge density ¢/ below the return stroke
gﬁ?n?liltz(;leath - wave-‘front (Eg.(l)) g:er‘le.rates the negative
- electric field in the vicinity of the channel.
A N This field is not observed in the
T4l - measurements [2]. Besides, due to the
_____ |- perfectly conducting channel core and the
B lop(V) lores ® absence of the rotational electric field, the
) L voltage drop between point A and point B at
Figure 1. Side view of the the ground surface should be zero, Fig.1. It
channel containing the core and follows that the total radial electrostatic
the corona sheath during the field component near the core should be
return stroke stage. zero i.e. the additional channel-base current

component iy, (¢) should be generated. This component carries positive charge
neutralizing the negative line chargeq, adding to the existing channel-base

current. Moreover, due to the vicinity of the negative charge in the corona
sheath above the return stroke wave-front and the finite conductivity of the
channel core, an excess of positive charges along the core should be expected.
However, for the purpose of this paper their presence is neglected although
there is clear experimental proof of their existence [2].

First, we calculated the total negative transferred charge along the
channel (seen from the channel base). It is placed along the entire activated part
of the channel i.e. up to the height vz i.e.

vt
G Z=0=_Io "onx("“Z/c)/CdZ, t>0, z<Vvt. 3)

where iy, is the channel-base current in the TCS model. According to the

aforestated assumption, the transition channel-base current component carrying
the positive charge will be

4y
dt

lOIr -

1 ew
- ;L (digys () diydz+ (V] €)igyes[tA+v/ O], (6)
z=0

where & =t+z/c,t>z/v.Since

dig5 (&) dt = (diyye4(£)/ dz)c, (7
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the transition channel-base current component i, reduces to

vt
i (0= [ s 4210+ (0 g () =k (k) =iy (0. (8)

where £ =1+ v/c .The total channel-base current according to the MTCS
model is the sum of the additional current component Eq.(8) and the current
component i, (#) in the classical TCS model

iongres (0) = oy F lgpeg =kigges (ke . ©)

If v << ¢ Eq.(9) reduces to the current expression in the classical TCS model. If
v < ¢ the differences are more pronounced, the peak of the current multiplies
by factor greater than one and it comes earlier. Using Eq.(3) one obtains

0.(2) = iypes (2/V) /v (10)

The deposited charge component Eq.(10) is similar as in the BG model [4].

2. CURRENT DISTRIBUTION ALONG THE CHANNEL
ACCORDING TO THE MTCS MODEL

Similar as it is shown in Eq.(5) the negative line charge ¢, |Z above

altitude z is

9

vt
= ligesrzieredz, 120, z<ve.

The additional channel current i

zir

carrying positive charge neutralizes the

negative line charge above altitude z

) dlq,, 1 evdi,. v
zm:L:—j Mdz+—ion,s[t(l+v/c)]. (12)
e dr ¢

Using Eq.(7) from Eq.(12) it follows

. Ve V. . .

iy (20 = [ digesrzio) + —ores () = (k) e (1+2/0). (13)
The total channel current at some altitude according to the MTCS model is the

sum of the additional current component Eq.(13) and the current component
ires (2,1) in the classical TCS model, Eq.(4)

inres(Z50) = Ly, Figeg =kiggeg(ht) (14)

Comparing Eq.(14) and Eq.(9) one obtains
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ivres (Z0) = dgppres (8) =k iy () . (15)

According to the MTCS model the current distribution along the channel is
uniform. It follows that no charge is present along the activated part of the
channel forz <vr .

ivres (Zs0) = dgppres (0) =kiggeg (k) - (16)

3. CONCLUSION

The transferred line charge density is analysed in the TCS model without
current reflections. The total (negative) transferred line charge along the
channel as a function of time is calculated. The TCS model is modified to take
into account the current component caused by the transferred line charge
density along the channel core below the return stroke wave-front. For the TCS
model without current reflections this modification has yielded the final result
similar to that of the Bruce-Golde model. In the modified TCS model the
distribution of the channel current is uniform i.e. there is no line charge along
the core below the return stroke wave-front. Nevertheless, the physical picture
of the discharge differs significantly from that of the BG model.
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Abstract. The incident shock front velocity in a T-tube filled with hydrogen,
helium and argon has been measured. The velocity dependence of mass of atom
of used gas is analyzed. The discharge energy has been the same for all the cases.

1. INTRODUCTION

The electromagnetically driven T-tube has been widely used as one of
plasma sources for spectroscopic investigation of atomic processes in plasma.
The parameters of the gas behind the shock front as flow velocity, gas pressure
and temperature strongly depends on shock front velocity. By changing the
shock velocity one can change parameters of the plasma produced in a T-tube.
Because the shock front velocity depends on the input discharge energy (voltage
across the discharge electrodes and capacity of discharge capacitors) and type of
the gas and its pressure it is possible to produce the moving plasma with
requested parameters by changing these parameters. It is clear that the velocity of
the shock front appears as a quantity of primary importance in shock tubes.

Here we give the results of incident shock front velocity measurement
in a T-tube filled with hydrogen, helium and argon.

2. EXPERIMENT

The plasma source used in this experiment is a small
electromagnetically driven T-tube made of glass with an inner diameter of 27
mm. The T-tube was energized by a capacitor bank consisting of four 1 uF fast
capacitors charged to 20 kV. The filling pressure of 300 Pa was the same for all
used gases, hydrogen, helium and argon.

The basic experimental setup is shown in Figure 1. The method of
velocity measurements is modified and improved method used earlier [1, 2].
The two narrow tubules, on the mutual distance of Ax =9 mm, are placed close
to the horizontal part of the T-tube. The tubules were coupled with the
photomultiplier via optical fibers. The passage of the luminous front image of a
shock wave in front of the tubules changes the photomultiplier signal. The
signal from the photomultiplier was led to the digital oscilloscope.
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Figure 1. Experimental setup. / is discharge current.

The obtained oscillogram is shown in Figure 2. The time interval Az =
t, — t; between two maxima ¢, and #, is the time during which the incident shock
front pass the distance Ax between the tubules. In this way the shock front
velocity on the observed point along the T-tube axis can be obtained as v; =

Ax/At.

20 kV
300 Pa

Optical signal (arb. u.)

L " 1 n n
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Time (107 s)

Figure 2. Signal from oscilloscope.
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2. RESULTS AND DISCUSSION =

The time interval At was measured at two different positions along the
T-tube axis, 40 mm and 110 mm from the discharge electrodes. The obtained
results of incident shock front velocity measurements through different gases,
hydrogen, helium, and argon are given in Figure 3.

40 N T N T N T T T T T

35 300 Pa H
30

(10° m/s)

25
= 50 |

15|
10|

=12

Figure 3. Incident shock front velocity versus 1/(square root of atomic mass).

The electromagnetic force which initiates the shock front depends of intensity
of discharge current i.e. of discharge energy. The discharge energy is equal in
all three cases and the shock front velocity will depend on the applied gas in the
T-tube and its pressure. Pressure also was constant during experiment. The
kinetic energy, £ = mv*/2, of the gas particle in the shock wave depends of
mass of the particle and is proportional to the input energy. Since input energy
also is constant we analyzed relation v; = m"? (Figure 3). The linear
dependence of v; on m™"? confirms our assumption about the relation of input
energy and the atomic mass of filling gas. The values of the shock front velocity
measured at 110 mm position are lower than ones at 40 mm position and
indicate the attenuation of the shock front at larger distances from the discharge

electrodes.
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Abstract. In this paper some optical characteristics of plasma from wall
stabilized arc in pulsed regime are presented. Through the arc which working
under atmospheric pressure high current pulses were applied. The current pulses
disturb the plasma and make some plasma oscillations.

1. INTRODUCTION

Wall-stabilized arc working at atmospheric pressure, are used very
often in spectroscopy for various experiments and measurements [1]. We
usually used the stabilized arc as plasma source for measurement of Stark
parameters of spectral lines emitted from neutral argon atoms [2, 3] and for
testing of the new introduced deconvolution procedure of plasma broadened
non-hydrogenic neutral atom lines [4, 5]. The wall-stabilized arc also can be
used as optical source in analytical chemistry [6, 7]. The arc usually operates in
the dc regime with current typically of few tens of amperes. Under this
condition only spectral lines emitted by neutral atoms can be observed. With
applied current of 100 A, or higher, it is possible to investigate the spectral lines
emitted by ionized atoms [8 — 11].

The high arc current in this experiment was realized by using high
current pulses from ac network [12]. In this work we used maximal current of
270 A. Increasing the arc current causes an increase of plasma temperature,
electron density and plasma emissivity. Typical electron densities and
temperatures of plasma from our wall-stabilized arc operated with 30 A are up
to 3x10”* m3 and 10000 K [2, 3]. Using the pulses of 240 A superimposed on
current of 30 A in the dc regime, electron densities reached up to 1.6 x 102 m™
while electron temperatures reached up to 14100 K [12].

In this paper we present the optical characteristics of the plasma during
high current pulsed plasma in wall-stabilized arc at atmospheric pressure. The
plasma light oscillations were observed and analyzed in end on and side on
direction.
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2. EXPERIMENT

A wall stabilized electric arc was used as a plasma source [12]. The arc
operates in the pure argon at the atmospheric pressure and a mixture of argon
and 2% of hydrogen is introduced in the central part of the arc. The hydrogen is
necessary for recording the Balmer Hg line, which is used for electron density
determination. Wall stabilized arc in DC regime is supplied from current
stabilized electrical source with the current stability of 0.3 %. Maximum current
which can be reached is 30 A. To obtain the higher current through arc we
applied high current pulses (HCP) superimposed to the DC current. This was
done by using civil AC network of 220 V in combination with appropriate
electronic circuit [12]. In combination with appropriate resistor it provides
current pulses lasting 8 ms, with the peak current of 180 A and 240 A. In this
case the total currents were 210A and 270 A. Block scheme of the electric
circuit is presented in Figure 1. DC source is connected to the arc via diode,

Balast Diad
DC current _r:IeSIStor .10Ie
supply

—| Stabilized arc |—

O=
Rogowski
. coil
— High
current Current
switch limiting

— Trigger
unit

220V
Y
-4

resistor

Figure 1. Block scheme of the electric circuit.

which protects DC power supply from high current pulses. We usually used
every 16™ of 50 Hz cycle to produce high current pulse. So, repetition rate of
the high current pulses is 3.12 Hz. This repetition rate is low enough not to
affect temperature of the arc walls which were water cooled in usual manner.
The pulsed current was measured by means of Rogowski coil, and monitored by
digital oscilloscope.

Spectroscopic observations are made along the arc axis (end on) through
a cathode hole and perpendicularly to the arc axis (side on). Scheme of the
optical and control system is presented in Figure 2 [12].

Plasma electron density was determined from halfwidth of the Balmer

Hpg spectral line. The obtained values were 1.3 x 10 m ™ for current of 210 A
and 1.6 x 102 m>. The corresponding electron temperatures which determined
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Figure 2. Schematic diagram of the spectroscopic observation

from electron density and plasma composition data [13], were 13500 K and
14100 K respectively.

2. OPTICAL MEASUREMANTS

During the current pulses one can expect some oscillatory behavior of
the plasma. The oscillations in the current are almost negligible while
oscillations in emitted light and some mechanical oscillations of plasma column
were observed. The current pulse and plasma light oscillations, observed end on
and side on, are shown in Figure 3. The observation was made at continuum
wavelength position of 535 nm by two optical fibers (see Figure 2).

25 — 7T 25 —T—T—T—T—T—T — T T
— a) optical signal s A optical signal
= = E . 8
;20 1 ;20 g 82 :
) ) H S
g g it A
Z st T z1s - 1
& current pulse180 A 2 °
2 2 I
E10F 1 E10 b
s L S éﬁ
53 direction of 7Y s
= bservation 5 g .
55 observa »n 5 2 | e——
| plasma | < %’_ direction of
0 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 0|bsel;vat1|0n 1 1 1
0 1 2 3 4 5 6 7 8 9 10 11 12 0 1 2 3 4 5 6 7 8 9 10 11 12
Time (ms) Time (ms)

Figure 3. Plasma light oscillations observed (a) end on and () side on.
Pulsed current of 180A (total current 210 A) was applied.
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The oscillations of the light observed along the arc axis are very small.
If plasma light was observed perpendicular to plasma column, the considerable
light oscillations occur. The same situation is in case when higher current pulse
was applied. In case of side on direction, plasma was observed through small
tube, 2 mm in diameter, used for gases exhaust. Through this tube plasma can
expand due to sudden shock resulting from a sharp increase of the current.
Plasma could not expand in the end on direction since the ends of the arc are
closed. The difference in plasma space limitations can explain the observed
difference in light emission oscillations. On the other hand the expansion of the
plasma in longitudinal direction could be very small in comparison with plasma
column length.

Acknowlendgements

This work was supported by the Ministry of Sciences, Republic of Serbia, under
Project 171014.

REFERENCES

1. H. R. Griem, Plasma Spectroscopy, p 156, (New York: McGraw-Hill,
1964).
2. S. Djurovi¢, Z. Mijatovi¢, R. Kobilarov and N. Konjevi¢, J. Quant.
Spectrosc. Radiat Transfer 57, 695 (1997).
3. S. Djurovi¢, D. Nikoli¢, Z. Mijatovi¢, R. Kobilarov and N. Konjevi¢,
Plasma Sources Sci. Technol. 11, 95 (2002).
4. D. Nikoli¢, Z. Mijatovié, S. Djurovi¢, R. Kobilarov and N. Konjevi¢, J.
Quant. Spectrosc. Radiat Transfer 70, 67 (2001).
5. D. Nikoli¢, S. Djurovi¢, Z. Mijatovi¢, R. Kobilarov, B. Vuji¢i¢ and M.
Cirigan, J. Quant. Spectrosc. Radiat Transfer 86, 285 (2004).
6. M. A. Eid, H. R. Moustafa, E. A. Al Ashkar and S .S. Ali, Spectrochim.
Acta B 61, 450 (2006).
7. N. H. Bings, A. Bogaerts and J. A. C. Broekaert, Anal. Chem. 80, 4317
(2008).
8. D. E. Kelleher, J. Quant. Spectrosc. Radiat. Transfer 25, 191 (1981).
9.J. P. Knauer and M. Kock, J. Quant. Spectrosc. Radiat. Transfer 56, 563
(1996).
10. K. Dzierzega and K. Musiol, J. Quant. Spectrosc. Radiat. Transfer 52, 747
(1994).
11. S. Pellerin, K. Musiol and J. Chapelle J. Quant. Spectrosc.Radiat. Transfer
57,377 (1997).
12. S. Djurovi¢, Z. Mijatovi¢, R. Kobilarov and I. Savi¢, Plasma Sources Sci.
Technol. 21, 025007 (2012).
13. C. H. Popenoe and J. B. Shumaker Jr, J. Res. Natl Bur.Stand. 69A, 495
(1965).

174



26th Summer School and International Symposium on the Physics of Ionized Gases
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Abstract. The results of radial distribution measurements of excitation
temperature, T, and electron number density, N., in laser induced plasma are
presented. All spectral recordings were checked for the presence of self-
absorption and then Abel inverted. The electron density is measured from the
width of Al II and Mg II lines. The excitation temperature is determined from
relative intensities of Al II lines using Boltzmann plot technique. Radial
distributions of plasma parameters measurements are presented for the distance
of ~ 1.5 mm from the target surface, lus after laser pulse. LIBS plasma is
generated with Nd:YAG laser beam focused in air at atmospheric pressure on
the target containing Al,O; 900 mg : Li,CO; 400 mg : MgCO; 100 mg.
Measured values of T, were in range 8380 — 10040K and N, 1.72 - 2.74 10%m"™.

1. INTRODUCTION

Laser induced breakdown spectroscopy (LIBS) is a very popular
analytical method for rapid in-situ analysis of solid, liquid or gaseous samples in
different surroundings transparent for the laser radiation [1,2]. From an
analytical point of view it is necessary to understand the complex nature of the
laser-sample interaction processes, which depend upon both laser characteristics
and sample properties. The plasma-ablated particle interaction which is space
and time dependent is important also. All these processes influence spectral line
intensity, which is basis for both, analytical application and plasma diagnostics.
Thus, one can conclude that LIBS is very complex system, which requires
knowledge of several plasma parameters simultaneously for reliable analytical
application.

In this report we present results of radial distribution measurements of
excitation temperature and electron density in laser induced plasma of solid
sample in air at atmospheric pressure.

175



26th Summer School and International Symposium on the Physics of Ionized Gases

2. EXPERIMENT

The experimental setup is shown in fig 1. For plasma generation
Nd:YAG laser was used. The laser pulse energy was 50 mJ and pulse duration
15 ns FWHM at the wavelength of 1064 nm (Molectron MY34). The laser beam
was perpendicularly directed towards target surface and focused by means of a
100 mm focal length lens (L1).

VL ] h) ¥ L
a) M3 L, IS L :!'IJ.~,|‘..,.Q?\‘EC __J @%
b 0o 0

Observed cross section
Plasma image from back mirror

Figure 1. Experimental setup for LIBS

The target was placed in the holder, which can be rotated and translated along
the x and z axes. The impact spot diameter at the sample surface was 200 pm.
The image of plasma plume was projected with 1:1 magnification onto the
entrance slit (10 pm width and 2.5 mm height) of the spectrometer (Shamrock
sr-303i, Czerny-Turner type, focal length 303 mm, with three gratings 600,
1200, and 2400 grooves/mm), using a lens (L2) of 170 mm focal length; 50 mm
diameter quartz lens (L3) with a focal length of 100 mm, flat mirror and shutter
(S) were placed behind the plasma to verify the absence or presence of self-
absorption (see fig la). The flat mirror was placed at a distance equal two
double focal length of the lens (L3) in respect to the plasma plume. The lens and
flat mirror were placed in such a way that the image of the plasma projected
onto the entrance slit of spectrometer coincided with the primary plasma image.
The shutter inserted between the sample stage and the flat mirror allowed to
obtain spectra with and without back mirror.

The plasma radiation was recorded with the ICCD detector (Andor
Technology, DH720-18F-63, 1024x256, 26 p m, 5ns, 18mm, GIII, P43, DDG),
which was placed on the exit plane of the spectrometer. The ICCD was operated
by a pulse generator (DG-535, Stanford Research Systems), allowing the choice
of gate width and delay time for time resolved acquisition. The gate width and
the delay time between the laser pulse and the beginning of the acquisition can

176



26th Summer School and International Symposium on the Physics of Ionized Gases

be adjusted to maximize the signal-to-background and the signal-to-noise ratio.
The data acquisition was controlled with the iStar software (Andor Technolgy).

All measurements were performed in air at atmospheric pressure. The
laser pulse energy was 50 mJ and target (Al,O; 900 mg : Li,CO; 400 mg :
MgCO; 100 mg) was rotated or translated after 8 laser shots. The plasma was
observed perpendicular to the laser beam and parallel to the target at a distance
of ~ 1.5 mm from the target surface, (see figlb). Time resolved observation of
plasma was performed with the gate width of 200 ns, for all recordings. The
delay time was changed from 0.5 us after laser pulse to 7 ps, in steps of 500 ns.
All spectral recordings were obtained with the ICCD camera operated in the
imaging mode.

3. RESULTS AND DISCUSSION

All experimental data were processed with program developed in our
laboratory using Matlab®. Main steps of the procedure include intensity
correction, self absorption correction and Abel inversion of image.
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Figure2. Radial distribution of T, and N, at delay time lus and 1.5 mm from
the surface of the target.

The self absorption test showed that all studied ionic lines of Al II and Mg II
may be corrected for self absorbtion at the delay time of 1 ps, and this
procedure is applied before these lines are used for temperature measurements.
The radial distributions of temperature and electron density are shown in Fig.2.
The excitation temperatures were obtained from the Boltzmann plots at each
radial position of ionic lines of Al 11.358.6, 466.2 and 704.93 nm. The electron
density is determined from the profiles of Al II triplet line (704.93 nm) and Mg
IT singlet line (448.12 nm) by comparing the experimental profiles with
theoretical ones, generated from equations 10. and 11. from [3] and using data
for Stark parameters from [4]. The overall profiles generated this way are shown
in figure 3. together with experimental ones. The results for T, and N, are given
in table 1.
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Figure 3. Experimental profiles fitted with computed ones

Table 1. Values of excitation temperature and electron density

r T n, (107 m™) n, (107 m™)
(mm) (K)  AIIIPS-°P’mult. 3 MgII448.1 nm
at 704.93 (nm)

0.014 8370 2.73 171
0.1008520 274 1.84
02148870 275 2.08
03009320 275 231
0443 10030 2.83 2.63
0.500 9880 2.81 2.68
0728 9160 2.77 2.74
1.014 8530 2.60 2.47
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Abstract. Laboratory made direct-current micro glow discharge in helium at
atmospheric pressure has been studied. The discharge was operated in the current
range (20 — 50) mA with the voltage of about 0.6 kV and gas flow rate of 100
ml/min. Negative current-voltage characteristics of this low-current high voltage
discharge source suggests that the discharge operates as an atmospheric pressure
glow discharge. Spectroscopic measurements were performed end-on and side-
on in respect to the axis of discharge. The rotational temperature of 980K was
evaluated from the shape of OH bands while electron number density in the
range (0.16 -5.0)-10"> ¢cm™ was determined from the profiles of the Hp and He I
lines.

1. INTRODUCTION

For a long time different types of glow discharges (GD) were used as
radiation source in atomic analytical spectroscopy. With various types of glow
discharges operated under different conditions, samples of different aggregate
states were analyzed. Reduced pressure GDs have the advantage of high
excitation and ionization efficiency while atmospheric pressure GDs have
significantly lower operational cost and they are simple to construct and use [1].
High pressure microplasma discharges have received considerable attention in
recent years. Having higher gas temperature APGDs are also suitable for the
analysis of gases and liquids [2] while reduced pressure GDs are mostly used
for analysis of solids.

In this report we present the results of spectroscopic characterization of
micro APGD source in helium for analytical application.

2. EXPERIMENT

The experimental setup is presented in Fig 1. The micro APGD is
constructed following the design described in ref. [1]. The discharge is formed
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between two steel electrodes, with 10 mm electrode gap. The cathode is
stainless steel tube with inner and outer diameter of 1 and 1.7 mm, respectively.

SPECTROMETER

SIDE ON
vie

HV PowSupp

Figure 1. Experimental setup for OES study of micro APGD

The anode is steel ring with 3.5 inner diameter. The anode is conically shaped to
enable easier ignition of discharge. The cathode and the discharge gap are
enclosed in a quartz tube with 2 mm inner diameter. High purity He (99.999%)
was introduced in the discharge through the cathode with gas flow rate of 100
ml/min.

A 1:1 image of the plasma source is projected by the system of mirrors
on the entrance slit (20 um width and 1 mm height) of 0.5-m Ebert type
scanning spectrometer having reciprocal dispersion of 1.6 nm/mm. For spectral
intensity measurements photomultiplier mounted on the exit slit of spectrometer
was used. Spectroscopic side-on and end-on measurements in respect to
discharge axis were performed. The discharge was mounted on PC-controlled
X-Y table so it was possible to scan plasma longitudinally between cathode and
anode.

3. RESULTS AND DISCUSSION

The current-voltage characteristics of micro APGD was recorded, see
fig 2. The shape of current-voltage characteristics suggests that our APGD in
helium is an atmospheric glow discharge, see e.g. [3] and [4] and references
therein.

The emission spectrum of He APGD microdischarge is given in fig 3.
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The rotational temperature was measured from the shape of OH bands by
comparing experimental data with computed synthetic spectrum [5]. Using the
assumption that the rotational temperature is equal to the gas temperature, T,,
we determined T, = 980 K.
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Figure2.Current-voltage characteristic of micro APGD in helium
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Figure3. Emission spectrum of He APGD at 0.6 kV, 28 mA, 100 ml/min He

For determination of N, Stark width of the Hg line was used by employing the
procedure for low N, diagnostics with this line described in [6]. The electron
number density was also determined by fitting asymmetrical profile of the 501.6
nm line and from the wavelength separation s between allowed and forbidden
line components of 449.2 nm He I line [7], and the results are given in table 1. It
can be seen that values of Ne from the Hp and from He I lines differ
considerably. What is more intriguing Ne results from various He I lines differ
also. That discrepancy, most likely, is caused by different physical conditions in
various regions of discharge gap, see Fig.4. Helium lines are primarily excited
in the cathode fall region where DC Stark effect influences line shape, while the
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Hg is emitted from the plasma region. This tentative explanation can’t explain
large differences of Ne obtained from various He I lines.

Table 1. Electron number density calculated from the Hg and He I lines

Ne [cm? |
Anm] End-on  Side-on
H;486.1 1.63 10" 210"
Hel501.6 4.610% 23107
Hel4922 3.69 10" /
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Figure 4. Intensity distribution along discharge axis of He I lines (a) and Hg
line(b)
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Abstract. We present the results of an experimental study of the He I 492.1 nm
line with forbidden components emitted by low-electron temperature high
electron number density plasma. The laser interferometry at 632.8 nm and shape
of the He 1 447.1 nm line were used to measure electron number density in the
range (1 —7) x 10 m™, while electron temperatures are in the range from 25 000
K to 35000 K. The experimental profiles are compared with the results of
theoretical calculations obtained using computer simulation method. The
agreement of experimental with computer simulation results is within 10% what
is well within theoretical and experimental uncertainty.

1. INTRODUCTION

The study of the helium lines with forbidden components attracted
attention some time ago because they appear in spectra of B-type stars, see e.g.
Lecrone [1]. The very complex overall shapes of these spectrally overlapping
lines are very sensitive to charged particle density. The forbidden component
appear in the vicinity of several visible He I lines as a consequence of mixing
upper energy level of allowed transition with close perturbing energy level (or
levels) in plasma microfield. Therefore, the comparison of the overall
experimental profile of these lines with results of theoretical calculations may
be used as a sensitive test of Stark broadening theories. Also, they can be very
useful in diagnostics of astrophysical and laboratory plasma containing helium,
used either as matrix gas or as an additive to matrix gas.

Recently, the results of computer simulation technique for evaluation of
overall shape of He I line with forbidden components at 447.1 nm has been
reported [2] and compared with a number of experiments [2, 3]. Due to the fact
that this line is usually covered with many other spectral lines, another He I line
with forbidden components at 492.2 nm has been studied also recently [4]. Here,
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we shall focus our attention on 492.2 nm line in plasmas with medium and high
electron densities N, in the range (0.5 — 7) * 10* m>.

2. COMPUTER SIMULATIONS

Computer simulations permit to obtain the electric field that alters the
emitter evolution giving rise to Stark broadening. For this, the movement of the
particles in the plasma is reproduced numerically and the temporal evolution of
the electric microfield undergone by the emitter is calculated. The temporal
sequence of this microfield is carried to the differential equations that give the
emitter evolution and the emitter dipole moment autocorrelation function is
obtained [5]. Finally, the line shape is obtained as the Fourier transform of an
average of the calculated autocorrelation functions. For more details on
computer simulation technique see Gigosos et al [6].

3. EXPERIMENT AND PLASMA DIAGNOSTICS

The plasma source and experimental setup were already described in
[3] and therefore, only minimum details are given here for completeness. Linear
pulsed discharge with the tungsten electrodes (placed inside quartz tube, inner
diameter 8 mm) was used. Each electrode has 0.6 mm diameter openings to
enable interferometry and spectroscopy measurements along the axis of plasma
column. In this discharge the electron densities up to 10** m™ were obtained in
continuous flow of helium. Typical current shape is displayed in Figure 1a. For
line profiles recording a 1:1 image of the plasma source is projected onto the
entrance slit of a 1 m monochromator (with a photomultiplier mounted on exit
slit) equipped with a stepping motor for grating rotation. The eight (or 16) PMT
signals for each wavelength step were recorded and averaged by digital storage
oscilloscope. From recorded data, spectral line shapes of the He 1 492.2 nm,
together with overlapping He I 501.6 nm lines at different times of plasma
decay are presented in Figure 1b.
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Figure 1. a) Current pulse, temperature and electron density decay. b) The
overall shape of the recorded He I lines at different times of plasma decay.
Initial pressure in discharge tube: 100 mb He.
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The electron density was determined with single wavelength
Michelson interferometer at 633 nm and from the shapes of He I at 447.1 nm
line recorded under same plasma conditions [3].

The electron excitation temperature, T, was determined in two ways:
from line to underlying continuum ratio of He I 388.8, 667.8, 706.5 and 728.1
nm lines in conjunction with theoretical ratios; see Fig. 13-5 in [7] and from the
Boltzmann plot of O II impurity lines. The decay of electron density and
electron temperature during plasma afterglow is presented in Figure 1a.

4. RESULTS

The results of numerical simulation for the profile of He I 492.2 nm
line and forbidden component in He plasma at T, =20 000 K for different values
of N, are shown in Figure 2.
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Figure 2. Overall shape of the He I 492 nm line at T, = 20 000 K and different
electron densities.

As shown in Figure 2, the complex shape of this line besides allowed
component 4d - 2p has two forbidden components 4p — 2p and 4f — 2p. Also, at
higher electron densities this line becomes overlapped with He I line at 501.6
nm, see Figure 1b. Thus, for determination of 492.2 nm line shape at high Ne
one has to take in account the contribution of the neighboring 501.6 nm line.

The N, values obtained from the 492.2 nm line and from the shape of
the 447.1 nm line recorded under same plasma conditions differs only few
percents what indicate the consistency between theoretical data for 447.1 and
for the 492.2 and 501.6 nm lines [2, 4]. The agreement between experimental
and computer simulation profile shapes is very good i.e. within the fluctuation
of photomultiplier signal caused by plasma shot-to shot reproducibility.

From the peak separation - s of 492.2 nm line and from the ratio of
intensities between main forbidden (4f — 2p) and allowed component — F/A, see
Fig.2b are determined and compared with other experimental and recent
simulation result [4]. As can be seen from the Figure 3, the agreement between
our experimental and simulation results are within 10% what is well within
theoretical and experimental uncertinity of s and F/A parameter dependances on
Ne.
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The discrepances between our results and trends of experimental
results reported in [8] can be attributted to possibly plasma inhomegeneity and
non appling Abel inversion to the spectra of the laser induced plasma. The
discrepancies for F/A = f(N,) with results from [11] appears only at higher N,
and the most possible cause is self-absorption, while differences of s = f(N,)
with results presented in [9] can be attributed to the use of complex system for
line shape recordings.
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Abstract. We used emission spectroscopy to characterize Plasma during
Electrolytic Oxidation (PEO) of magnesium- and aluminium-alloy. The focus is
on the plasma process, related to the ejection of evaporated anode material
through micro-discharge channel. The electron excitation temperature of 4100 K
is determined from relative intensities of Mg I lines using Boltzmann plot
technique. Electron density N, in the range (0.9-1.6)x10'7 cm™ is detected using
Stark broadening and shift of aluminium and magnesium singly charged ion
lines. Lower densities N,<4x10'® cm > are determined from the width of the
same ion lines, most likely observed at the late time of plasma decay.

1. INTRODUCTION

Plasma electrolytic oxidation (PEO) is high-voltage anodizing process
of deposition of thick highly crystalline oxide films on the surface of lightweight
metals such as aluminium, titanium, zirconium, etc. This process is followed by
formation of micro-discharges on the metal surface accompanied by gas
evolution [1]. It is known that three types of microdischarge occurs during PEO
process: (i) discharge in relatively small holes near the surface of oxide layer,
(i1) discharge in the micropores at the surface of oxide layer and (iii) discharge
through narrow breakdown channel in oxide layer [2]. The third process is the
process with largest N, and in the case of aluminium anode, it was related to
metal evaporation from anode [3]. In order to assess in more detail third process
of plasma ejection from micro-channel we employed Boltzmann plot (BP)
technique and Stark broadening theory to evaluate electron temperature and
electron number density, respectively. In this study, Mg-Al alloys were used as
anode material.

2. EXPERIMENTAL

The PEO process was carried out in an electrolytic cell previously described in
[4]. In the experiment, Mg-alloy (Al 2.5 %-3.5 %) and Al-alloy (2.6 %-3.4%
Mg,) were used as anode in two separate experiments. In both cases, water
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solution of 4 g/ Na,SiO;-5H,0 + 4 g/L KOH (pH = 12.8) was used as
electrolyte. Current density was 100mA/cm” and voltage between electrodes
350-450 V. The recordings of Al II 4s°S — 4p’P° multiplet 3 at 704.93 nm and
Mg 11 3d°D — 4f°F° multiplet 4 at 448.12 nm were performed with 2 m Ebert
type spectrometer (inverse linear dispersion 0.74 nm/mm in the first diffraction
order). The Mg I lines used for Boltzmann plot were recorded with 0.67 m
Czerny-Turner spectrometer (inverse linear dispersion of 0.83 nm/mm). Both
spectrometers were equipped with thermoelectrically cooled CCD (2048 x 506
pixels, -10° C). A standard coiled-coil tungsten halogen lamp was used for a
wavelength sensitivity calibration of the spectrometer-detector system.

3. RESULTS AND DISCUSSION

The spectra of seven neutral magnesium lines (Mg I 516.73 nm, Mg I 517.27
nm, Mg I 518.36 nm, Mg I 382.94 nm, Mg I 383.23 nm, Mg I 383.83 nm and
Mg I 552.84 nm) recorded during PEO with Al-alloy were utilized for
evaluation of electron excitation temperature Te in microdischarge through
oxide layer. For this purpose, the BP technique was used, see Figure 1. Atomic
data for Mg I lines are taken from [5]. In this type of microdischarge, we assume
a thermal equilibrium conditions, i.e. Te=Tyc.

22

3p°’P"-4s’S Te=4100 K

204
iﬂ) 181 g 3p'P%-4d'D
= 3p°P%-3d°D

164

o Experimental
14 Linear fit
39000 42000 45000 48000 51000 54000

E (cm™)
Figure 1. Boltzmann plot of seven Mg I lines recorded during PEO with Al-
alloy anode.

In Figure 2a, the Al II 4s°S-4p’P multiplet 3 at 704.93 nm, recorded
during PEO with Al-alloy is presented. It was proven, using relative line
intensities of Al II lines, that the multiplet is not self-absorbed, see e.g. [6,7].
Thus, the strongest line 704.2 nm is selected for the evaluation of electron
number density. The profile of each line of the Al II multiplet in Fig. 2a is
asymmetric, which is not expected for ion lines see e.g. [8]. Since the
spectrometer was excluded by comparison with other line profiles, fitting of
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experimental profile with two profiles was the only reasonable solution, see
Figure 2b. The fit with two Lorentzian profiles having different width and shift
fits much better experimental profile than single Lorentzian fit, see Fig. 3 in [3].
The line shift is measured in respect to Ne I 705.92 nm line. It is important to
note that line asymmetry of the Al IT 704.2 nm line was hardly visibly in Ref [3]
due to different experimental conditions and different anode material.

The measurement of electron number density during PEO of Mg-alloy
was performed by analyzing the shape of 3d°D — 4f°F° multiplet 4 with an
average wavelength 448.12 nm, see profiles recording in Figure 3. The
presented line shape consists of two close line profiles at 448.11 nm and 448.13
nm. The influence of small difference in wavelength of 0.02 nm to the line width
measurement is well within the precision of this experiment. As for Al II line in
Figure 2b, the fitting of experimental profile with two mutually shifted profiles
was performed, see Figure 3.

5000 - Experimental (a)
—_ J Al multiplet
3 4000 4 4s’s - 4p’P°
= 1
@ 2000
2 4
=
=
T T ¥ T T T
703 704 705 706 707
PR & Eeeooo P (b
1.0 4 o cXpenimenia L A=
Overall fit
4| - - - - Lorentz fit 1

...... Lorentz fit 2 X Al ll 704.21 nm

Intensity (a.u.)
o
(4]
1

gogé — IV

0.5 0.5

0.0
Wavelength (nm)

Figure 2. a) The experimental profile of Al IT 4s°S — 4p’P’ multiplet 3 at 704.93
nm; b) The experimental profile of Al I 704.21 nm line fitted with two mutually
shifted Lorentzians. The multiplet was recorded during PEO with Al - alloy
anode. The instrumental profile full-half-width 0.028 nm.

In order to obtain electron number density the experimental line widths
and shifts of Al I 704.2 nm and Mg II 448.12 nm are corrected first for the
contribution of Van der Waals broadening. Then, N, is estimated from the
comparison with Stark broadening parameters evaluated using formulas given in
[7] for Te=4100 K, see Figure 1. The broadest Lorentzian profile gives N~1.2
x 107 ecm™ while N~2.8 x 10'® ¢cm™ is obtained from the narrow Lorentzian
profile of Al II 704.2 nm line shape. From the shift of the broadest Lorentzian
one can obtain the value of electron density ~0.9 x 10'7 ¢m™. From the narrow
Lorentzian profile of Mg II 448.12 nm line, N,~2.2 x 10'® cm™ is derived while
N~1.6 x 10"7cm™ is derived from the broadest Lorentzian of Mg II line.
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Figure 3. The experimental profile of Mg II 3d°D — 4f°F° multiplet 4 at 448.12
nm fitted with two mutually shifted Lorentzians and residue plot. The multiplet
was recorded during PEO with Mg - alloy anode. The instrumental profile full-
half-width 0.028 nm.
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Abstract. The results of spectroscopic and 2D modeling study on the
influence of small hydrogen addition in nitrogen non-uniform plasma of
electrode microwave discharge are presented. The axial intensity
distributions of N, 337.0 nm (2" system) and N, 391.4 nm (1 system)
molecular bands are determined for different hydrogen admixtures. By
means of 2D modeling, spatial distributions of nitrogen molecules in C*II,
state and spatial distributions of N," and N4* ions are determined in pure
nitrogen and nitrogen-hydrogen mixtures.

1. INTRODUCTION

Several studies of the influence of gas addition on plasma parameters in
homogeneous self-sustained discharges were carried out, see Refs. [1-4].
The mechanism of an influence of small gas addition can be more complex
in non-uniform discharges like e.g. in microwave electrode discharges. As a
result of inhomogeneity, the effect of gas additive in different regions of
discharge can be different. One example is the influence of small amount of
Ar (1-5 %) to the properties of strongly non-uniform Electrode Microwave
Discharge (EMD) in nitrogen [5]. In this case, the change of plasma ion
composition suggests the relation between plasma kinetics and discharge
topology, which is not observed in the homogeneous discharges.

Here, we report the results of detailed spatially resolved
spectroscopy study of the influence of small hydrogen addition to nitrogen
EMD supported with results of 2D modeling. This study is an extension of
the previous spectroscopic and 1D modeling investigation, presented in [6].

2. EXPERIMENTAL
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Experiments were performed with EMD source which is described in detail
in Ref. [7]. The only difference now is design of cylindrical copper antenna
tip, which has now conical truncated tip instead of a tungsten rod with sharp
conical ending, see Fig. 1.

The experiments were carried out in pure nitrogen (99.999 %) and
nitrogen-hydrogen mixtures (N,+1% H,, N,+5% H, vol.) at 1 Torr gas
pressure and 60 sccm gas flow rate. The incident microwave power was
=125 W. Spectroscopic measurements were performed with 2 m Ebert type
spectrometer (inverse linear dispersion 0.74 nm/mm in the first diffraction
order with 651 grooves/mm grating blazed at 500 nm). The discharge image
was projected on the entrance slit of spectrometer with unity magnification
by means of an achromatic lens (focal length 250 mm). Thermoelectrically
cooled CCD (2048 x 506 pixels, pixel size 12 x 12 um; -10° C) was used as
a radiation detector. The axial distribution measurements were realized by
moving lens along the vertical direction (coordinate d), in equidistant steps
of 0.5 mm. A standard coiled-coil tungsten halogen lamp was used for a
wavelength sensitivity calibration of the spectrometer-detector system.

5 mm

Figure 1. (a) The image of non-uniform microwave nitrogen discharge at 1
Torr. The incident microwave power is approximately 125 W.

3. RESULTS AND DISCUSSION

A self-consistent 2D model [8], incorporated in commercially available
package COMSOL 3.5a [9], is used to determine spatial distributions of
nitrogen molecules in C°II, state and spatial distributions of N,” and N,
ions in pure nitrogen and in nitrogen-hydrogen mixtures.

In the simulation, the discharge pressure is set to 1 Torr, the
percentage of the hydrogen additive was 1% and 5%, the gas temperature
300 K and the microwave absorbed power 30 W. The geometry and
dimensions of the discharge chamber in simulations coincide with those of
EMD source used in experiment.
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Figure 2. Axial intensity distributions of (a) 2" band of nitrogen and (b) 1
band of nitrogen ion at incident power 125 W in pure nitrogen, N,+1% H,,
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Figure 3. Axial profiles of concentrations of (a) N»(C’II,) molecules and (b)
N," (dotted) and N,4* (solids) ions in (1) pure nitrogen, (2) N,+1%H, and
(3) N, +5%H,. Concentrations are normalized to the critical plasma electron
density n, (n, =7x10' cm™)

The change of axial distributions of 2* and 1° system of nitrogen
bands with hydrogen content is presented in Figure 2. One can see a non-
monotonous change of 2 band intensity in the near electrode region and
increase of 2" band intensity in the periphery of the discharge (spherical
part) with addition of hydrogen. Moreover, the addition of hydrogen
strongly decreases the intensity of 17 nitrogen ion emission in both, near
electrode and spherical part of the discharge, see Fig 2b. The dimension of
EMD is also decreasing function of hydrogen concentration.

Axial distributions of the concentration of nitrogen molecules in
C’11, state, responsible for 2" bands emission, as well as concentration of
N, and N, ions, obtained by 2D modeling, are presented in Figure 3. The
changes in concentration of N, (C’II,) molecules in near electrode region
are similar to the experiment and show non-monotonous dependence on

hydrogen concentration (compare with Fig.2a).
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The increase of N, (C°TI,) concentration in the spherical part of the
discharge with addition of hydrogen is also detected. The concentration of
N, ion significantly decreases, which is more pronounced in the spherical
part of EMD (compare Fig. 3b and Fig. 2b). Maxima of N, and N,
concentrations move towards the electrode along the discharge axis with
addition of hydrogen. In N,+5% H, gas mixture, concentration of N, is very
small.

The N, and N, are principal ions in near electrode and spherical
part of nitrogen EMD, respectively [8]. The results of spectroscopic and
theoretical study presented in this paper shows reduction in the
concentration of N, and N, which indicate the fast conversion reactions of
nitrogen ions to N,H" ion [6].
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Abstract. Toluene degradation by water falling film dielectric barrier discharge
(DBD) at atmospheric pressure was studied. This DBD reactor can generate non-
thermal plasma with and without water falling film at one of the electrodes. The
reactor enables the combined performance of non-thermal oxidation and
scrubbing of soluble by-products which is beneficial for industrial applications.

1. INTRODUCTION

Non-thermal plasma (NTP) technologies using electrical discharges at
atmospheric pressure has been widely investigated as an alternative for
conventional methods of pollution control. The most distinctive characteristic of
NTP as a chemical process is its ability to induce various chemical reactions via
radicals and/or ions at atmospheric pressure and room temperature, while
conventional methods based on thermal incineration require the heating of the
entire gas stream [1-3]. In industrial processes NTP is usually combined with
catalyst, adsorbents or scrubbing. The simultaneous use of gas discharge and
scrubbing (hybrid process) for the removal of hydrocarbons has already been
described in [3]. The NTP can convert nonsoluble compounds into soluble,
which can be scrubbed. Recently, a novel water falling film dielectric barrier
discharge (DBD) has been developed and investigated for water purification [4].
It is featured by a very compact design, while the enclosed gas gap enables the
treatment of gases, too. This contribution presents application of this reactor for
removal of volatile organic compounds (VOCs). The motivation is to
demonstrate the synergetic effect of simultaneous NTP-treatment and scrubbing
for the degradation of toluene as a typical water-insoluble VOC.
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2. EXPERIMENTAL SET-UP

A schematic overview of experimental set-up is given in Fig. 1. The reactor
consists of two electrodes and a dielectric barrier, placed concentrically. The
dielectric is a quartz tube with the inner diameter of 26 mm, length of 500 mm.
The inner electrode is made of stainless steel with an external diameter of 20
mm and a length of 500 mm. An outer electrode made of aluminum foil (length
400 mm) is wrapped around the quartz tube. When the discharge source works
as water falling film reactor, water flows up through the vertical hollow
cylindrical electrode and flows down making a thin film over the electrode.
Water flows from the reservoir through the discharge by means of a peristaltic
pump, with a flow rate of 100 mL/ min.

The low frequency ac power supply used in this study consists of a high voltage
transformer and a frequency inverter. For this reactor configuration optimal
operating conditions are found to be at frequency of 300 Hz. The DBD is
generated within ~ 3 mm gap by applying voltage of up to 20 kV. The inner
electrode is grounded via capacitor of 470 nF and the outer electrode is
connected to power supply. Electrical parameters were measured using a digital
oscilloscope Tektronix DPO 4104 (1 GHz bandwidth, 5 GSamples/s) and a high
voltage probe Tektronix P6015A. Lissajous figures were used for the
determination of energy dissipated into the plasma in one period of the apllied
voltage. Gas containing toluene (CsHsCH;) was prepared by mixing synthetic
air (80% nitrogen, 20% oxygen) and toluene from test gas cylinder (50 ppm of
toluene in nitrogen, Air Liquide). IR analysis of gas composition was performed
with FTIR spectrometer Bruker Alpha (Bruker Optik GmbH, Germany). Also,
Gasmet CR-2000 (Ansyco, Germany) FTIR spectrometer was used for online
quantitative gas analysis. For continuous monitoring of the concentration of
total hydrocarbons in the plasma treated gas, flame ionizing detector FID
TESTA 2010T (TESTA GmbH, Germany) was used. Conversion of toluene
was determined by FID analyzer using measured initial concentration of total
hydrocarbon (TOC) at the exit of the reactor and concentration of total
hydrocarbon as a function of specific energy density (SED; derived from the
discharge power and gas flow).

3. RESULTS AND DISCUSSION

Conversion efficiency of toluene with respect to the SED and presence of water
film in the reactor is presented in Fig. 2 for two initial concentrations (20 ppm
and 40 ppm). In plasma treated air without toluene HNO;, N,O and O; were
formed (not shown). Toluene degradation products are presented in Fig. 3. CO,,
CO and formic acid (HCOOH) in very small concentrations were identified as
the major products of toluene degradation.
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Figure 1. Schematic overview of experimental setup.
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Figure 2. Toluene conversion for initial concentration of: a) 20ppm and b)
40ppm.

Examples of FTIR spectra obtained in air-toluene mixtures for initial toluene
concentration of 20 ppm are presented in Fig. 4. About 97 % of initial toluene
(20 ppm) can be decomposed with an SED of 28 J/L. The energy consumption
for the degradation of toluene significantly increases with increasing initial
concentration. The absence of formic acid and nitric acid absorption bands (Fig
4b) in the FTIR spectra of gas treated in discharge with water flow inside the
reactor indicated the scrubbing of soluble by-products from the gas phase. This
significantly improves the pollution control processes where plasma converts
non-soluble pollutants into soluble ones.
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Figure 3. CO,, CO and HCOOH concentrations as a function of specific energy
density presented for different initial concentrations of toluene.
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Figure 4. FTIR spectra of air containing toluene after plasma treatment: (a)
without water and (b) with water at 10 kV.
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Abstract. The pure nitrogen DC discharge in flowing regime was used for the
presented measurements. The experiments were carried out at the constant
applied energy. The total gas pressure was varied in range of 500-3000 Pa at
nitrogen flow in the range of 120-680 sccm that ensured the constant flow
velocity for all gas pressures. Mercury vapor was introduced into the system by
the titration tube at different post-discharge times. The mercury line at 254 nm
was excited by the resonance energy transfer reaction during collisions of
mercury atoms with nitrogen ground state metastables excited to vibrational
level 19. Thus this technique allows an indirect qualitative study of highly
excited nitrogen ground state metastables that are not determinable by any other
contemporary diagnostics.

1. INTRODUCTION

The post-discharge phenomena in nitrogen and various nitrogen based
mixtures have been studied extensively for more than 50 years but still there are
many open questions [1, 2]. It is well known that all kinetics is strongly
dependent on the metastables [3] that can carry very high excitation energy up to
7 eV [4]. The electronically excited metastables like N,(A %)) or Nay(a ll'lg,
a’ ]Zl,') can be detected directly by weak spectral emission or by laser absorption
techniques. Unfortunately, the main energy during the post-discharge period is
kept in vibrationally excited ground state metastables that have extremely long
lifetime and nowadays there is no suitable diagnostic technique allowing their
direct or non-direct determination. Recently, we found a collisionally induced
resonance energy transfer reaction between nitrogen Ny(X 'Zg', v=19)
molecules and mercury atoms [5]. Our contemporary knowledge allows
qualitative observations of these highly excited molecules by a mercury vapor
titration during the post-discharge. The presented results clearly demonstrate the
qualitative changes in Ny(X 'Eg', v = 19) concentration during the pure nitrogen
post-discharge at selected pressures.
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2. EXPERIMENTAL

The DC flowing post-discharge was used for the experimental study. A
simplified schematic drawing of the experimental setup is given in Fig. 1. The
active discharge was produced in a Quartz discharge tube with a 120 mm
electrode distance and the constant discharge power of 130 W. The total gas
pressure was varied in the range of 500-3000 Pa. Hollow molybdenum
electrodes were placed in the side arms of the main discharge tube. Nitrogen
was of 99.9999% purity and it was further cleaned by an Oxiclear trap. The
reactor system was pumped continuously by a rotary oil pump. The gas flows
were controlled by Bronkhorst mass flow controllers. The flow of nitrogen was
varied in the range of 120-680 sccm that ensured the constant flow velocity for
all gas pressures. Mercury vapor was introduced into the system by a titration
tube at different post-discharge times. The titration capillary (i.d. 0.5 mm at the
end) was made of Pyrex and it was immersed upstream from the discharge into
the post-discharge tube at its axis. The mercury vapor was introduced into the
system by an auxiliary pure nitrogen flow with the fixed flow rate of 7.5 scem.
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Figure 1. Scheme of the experimental set up. 1 — catalyzer Oxiclear; 2 — mass
flow controller; 3 — Quartz discharge tube; 4 — capacitance gauge; 5 — Quartz
optical fiber; 6 — monochromator Jobin Yvon Triax 550; 7 — CCD: 8§ — PC, 9 —
vessel with mercury; 10 — movable Pyrex titration capillary. Inserted picture:
Detail of the titration capillary end.

3. RESULTS

Figure 2 shows an example of the optical emission spectrum during the
post-discharge. The mercury line at 508 nm (spectrum of the second order) is
well visible besides nitrogen first and second positive and first negative spectral
bands. The maximum mercury line emission is observed before the titration
point (see Fig. 3) because mercury is introduced into the post-discharge
backward to the main gas flow and the gas velocity in the main stream and
titration one are nearly the same. The increase of the mercury intensity is very
rapid and thus we can suppose that the energy transfer reaction exciting the
mercury is very fast however its value is not known up to now. The mercury
intensity slowly and more or less exponentially (figure is semilogarithmic)
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decreases after its maximal value (at position of about 2 ms before the titration
point). This reflects further excitation of the N,(X ]Zg', v = 19) molecules by up
pumping processes.
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Figure 2. Example of nitrogen post-discharge spectrum at the decay time of
36 ms with mercury line at 254 nm observed in the second order spectrum (i.e.
at 508 nm). Mercury was introduced at decay time of 27 ms.

I L T 10*4 X 500 Pa *K
10004 T TRemaa e, - & 700Pa *@(x*x**x
5 2 X~ 1000 Pa v, Ko
= = o] vo1s00pa x
E %00c00000000cee
= 4 = % 3000 Pa o
Z 17 [
= 5
Z 10004 g
2] 2
8 B0
.8 2 /
B g
2 = X
E 1004 20y ¢ &
o . - L
= I titration at 27 ms / titration at 68 ms
]
-
24 28 32 36 55 60 65 70 75
decay time [s] decay time [ms]

Figure 3. Emission response on the Figure 4. Emission response on the
mercury addition (1 kPa). mercury addition at later decay time
for selected gas pressures.

Figure 4 demonstrates an emission response on the mercury titration at
the later decay times. It can be pointed that the shape of the response is nearly
independent on the total gas pressure and the mercury line intensity reaches its
maximal value at the same time position. Thus we can suppose that the maximal
mercury line intensity fully corresponds to its precursor concentration.

Figure 5 demonstrates that maximal mercury line intensity is directly
proportional to the total gas pressure at given experimental conditions (mainly
at the fixed applied power). Finally, Fig. 6 shows the complete set of the results
obtained during this experimental work. It clearly shows the more or less
exponential decrease of the mercury maximal intensity during the post-
discharge at all experimental conditions. The time at x-axis means the time of
the mercury titration position. The observed differences from the exponential
dependence at some pressures will be a subject of the further research.
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maximal mercury line intensity at the
selected decay time.

4. CONCLUSION

The presented work showed the first results of a highly excited nitrogen ground
state metastables presence during the pure nitrogen post-discharge obtained by
the newly developed mercury vapor titration method. The results showed that
concentration of the Ny(X IEg', v = 19) state is nearly directly proportional to the
total gas pressure at the fixed applied power. Concentration of these metastables
is exponentially decreasing during the post-discharge period as we have
expected.
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Abstract. An effectiveness of low pressure RF air plasma seeds pretreatment
against some plant diseases caused by pathogenic fungi and bacteria has been
studied. It is shown that the treatment provided fungicidal and bactericidal
effects, contribute to seeds germination enhancement and the early stages of
seedling development.

1. INTRODUCTION

Low-temperature non-equilibrium plasma is an efficient tool for
thermolabile materials treatment. This method is considered functionally,
energetically and ecologically as the most acceptable for surface
functionalization and decontamination of biomaterials [1]. Last years it has been
successfully applied in agriculture for pre-sowing seed treatment. It has been
shown that plasma pre-treatment of seeds stimulate their germination and
sprouting process, lead to suppression of fungal and bacterial pathogens that
cause various plant diseases [1-4]. At the same time the nature of plasma
interactions with biological substances still remains unclear. It is obvious, that
plasma treatment influences upon morphological and sowing characteristics of
seeds in different ways [5] due to the complexity of plasma producing fluxes of
various neutral or ionized active species as well as energetic photons interacting
with treated samples. Seeds are an extremely complex system too, and vitally
important biological processes may be affected by plasma in a number of
different ways.

In this paper, we have studied of the efficacy of low-pressure
capacitively coupled RF plasma treatments of seeds of some important
agricultural crops against plant diseases caused by pathogenic fungi and
bacteria. An influence of treatments on seed germination was also investigated.
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2. EXPERIMENTAL

Seeds of spring wheat, blue lupine (Lupinus angustifolius) (sort
“Pershatsvet”) and maize (“Nemo 216 CB” gybride) were chosen for
investigations. Tested species were treated with 5.28 MHz air plasma at a
pressure 40 Pa. The discharge was operated between two plane-parallel water-
cooled copper electrodes with the diameter of 120 mm placed in a stainless steel
vacuum chamber with the inner volume of 53.2 m® [1]. A distance between
electrodes was varied between 20 and 40 mm according to the number and size
of the treated seeds. A supplied full specific RF power could be changed in a
range 0.1 — 0.7 W/em® in dependence on treatment conditions. A Petri dish with
seeds to be treated by the plasma was put on the grounded electrode before the
vacuum chamber pumping. The exposure duration was 2.5, 5 and 10 min.

To study an influence of vacuum on seeds germinating characteristics,
a part of tested seeds were kept in vacuum chamber at the operation pressure of
40 Pa for at least 15 min.

Under the experimental conditions the gas temperature did not increase
beyond 310°C. Optical emission spectra (OES) were obtained with a Compact
Wide-Range Spectrometer S100 “SOLAR LS” in the optical range from 190 to
1100 nm with average spectral resolution of 1 nm to identify the species present
in plasma during the treatment.

The effectiveness of pre-sowing plasma seed treatments was examined
by means of evaluation of the laboratory germination ability, seed vitality,
biometric characteristics (mean root and plant length) as well as a level of
fungal infection on sprouting seeds for treated and untreated (control) samples.
Seeds were grown on a moist filter paper in sterile Petri dishes in a thermostat at
20° C (for wheat and lupine) and 25° C (for maize) under a light-dark regime.
The seed germination and the seed infection were estimated after 7 and 10 days
incubation for wheat and lupine/maize correspondingly.

3. RESULTS AND DISCUSSION

It has been found that plasma pretreatments of seeds positively
influenced their germination and biometric characteristics of sprouts (Fig. 1).
The plasma treatment of seeds with low germination ability (spring wheat,
maize) stimulated their germination and the early stages of seedling
development, while it did not affect negatively the germination of seeds with
high germination ability (lupine). The seed pre-treatments for 2.5 and 5 min
were the most effective for seeds germination enhancement for all species. The
seedling of spring wheat was 2.1 cm higher for treated seeds than that in the
control (Fig. 1b). The same result was observed for maize seeds as a result of
plasma treatment during 2.5 min. Large seedlings have higher survival and
growth rates than small seedlings that will provide the good conditions for plant
growth at the later stages of ontogenesis.
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Figure 1. Germination (a) and seedling height (b) of spring wheat, maize and
blue lupine as a result of plasma and vacuum seed pre-treatments.

The control seeds of spring wheat were infected mainly with Fusarium
spp. and Alternaria spp., seeds of maize — with Fusarium spp. and Penicillium
spp., blue lupine seeds — with pathogenic fungi Colletotrichum gloeosporiodes
and  Kabatiella caulivora, saprophytic fungi (Alternaria spp.,
Cladosporium spp., Mucor spp., Penicillium spp.) and bacteria (Fig. 2).

a b
-2 704 ==control =2 gp
° zz: 2.5 min .. O'_— ] =control
= 7 _— .
=] =5 min Z = 7 we 2.5 min
= . / = 60 .
151 s 10 min // o =35 min
"‘1—) || vacuum / ".2
E 35 ’ % £ 40 /j = VACULM
e 7 = 7
=) % 5] /
] / o 20+
: /E % g
=i A =
Fu.sa: fum Affe; naria me iwm Penicillium
100 4
2 sodll -
o 309 c ——control
2 254 =5 min
© E=8 10 min
£ 904
= - B vacuum
e ] i
5 15
o 104
=
(TR
J ) ] I‘% %
oL [ xm il |
<3 & ) % =8 2
=TI : — D
N ) o = = S =1
= £ § T 2 2
Se 2 2 § =
] <7 -

Figure 2. Seeds infection level of spring wheat (a), maize (b) and blue lupine
(c) with pathogenic fungi and bacteria as a result of plasma seed pretreatments.
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The wheat seeds exposure to plasma for 10 min resulted in decrease of
Fusarium by 17 %. The maize seeds treatment suppressed by 12% and 20%
Fusarium and Penicillium correspondingly (Fig. 2a, b). A significant decrease
(by 77%) was observed in the total infection level of blue lupine seeds after the
treatment for 5 min (Fig. 2c). At the same time no fungicidal effect on the
spring wheat seeds was observed against Alternaria (Fig. 2a). We have even
observed a stimulative effect on Alternaria growth after the treatment. This fact
needs additional further investigations for verification.

The inactivation is attributed to the reactive oxygen species and
radicals generated in plasma due to the oxygen contained molecules dissociation
that was revealed from the OES investigations of the discharge plasma [1, 6].

4. CONCLUSIONS

This study shows that the low temperature air plasma pre-treatment of
seeds of some important agricultural crops is an effective tool against a number
of pathogenic fungi and bacteria that cause severe plant diseases. The treatment
improves germination percentage, shoot and root growth for seeds with low
germination ability (spring wheat and maize). The most effective fungicidal and
bactericidal effects achieved for the seeds with high germination ability. It was
observed drastic reduction of the total infection level of blue lupine seeds that
decreased from 100% in the control up to 23% for the plasma treated seeds
during 5 min. Further studies are necessary for the other crops or groups of
crops with different germination ability to explain the observed inability of the
plasma treatment to suppress growth of Alternaria spp. on the tested spring
wheat seeds.
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Abstract. Electrical and spectroscopic investigations of the low frequency DBD
plasma jet in helium have been performed. Different discharge characteristics for
the positive and the negative half cycle of the voltage signal are examined.
During the positive half cycle the discharge works in the bullet/streamer mode,
while in the negative half cycle it works more like a glow-like dielectric barrier
discharge.

1. INTRODUCTION

Atmospheric-pressure plasma jet may exist in three distinct operating
modes: the chaotic mode, the bullet mode and the continuous mode [1]. This
study will be focused on the atmospheric-pressure plasma jet operating in the
bullet mode. Dawson’s photon-ionization theory gives a possible explanation of
propagation mechanism of plasma bullet [1]. It claims that the streamer head
consists of numerous positive ions which emit photons able to create
photoelectrons at a small distance in front of the head. The high electric field
between photoelectrons and positive streamer head causes rapid electron
acceleration, thus producing an avalanche. Provided that the avalanche produces
a sufficient number of electrons, the streamer head is neutralized completely
resulting in the creation of a new positive region a small distance ahead of the
original streamer head. The most recent modeling of bullet propagation in
atmospheric pressure helium plasma jets predicts that plasma bullet has streamer
characteristics, such as velocity and electric field [2, 3]. Those predictions are
confirmed experimentally by electric field measurements based on the Stark
polarization spectroscopy of He I 492 nm line [4, 5]. Streamer/bullet properties
of the plasma jet are observed in the positive voltage half cycle, while in the
negative half cycle jet operates more as a glow-like atmospheric pressure
discharge. It is found that the electric field is high along the whole plasma jet for
the positive current pulse, with values up to 30 kV/cm. On the other hand for the
negative current peak splitting of the He I 492 nm line is not recorded which
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suggests different discharge operation mode. Based on the measurement results
of spatial distributions of characteristic excited species, excitation mechanisms
and behavior of main species in the jet are discussed. Role of the metastables and
Penning ionization is highlighted, too. It is found that these results agree with
Dawson’s photon ionization theory.

2. RESULTS AND DISCUSSION

Experimental set-up and measurements procedures can be found in
our other publications [4, 5]. Fig. 1(a) presents recorded current and voltage
signals of the plasma jet operating in the bullet mode. It is obvious that each
half cycle is characterized by one strong current peak, typical for some types of
the dielectric barrier discharges. Magnitude of the current is significantly higher
in the positive half cycle then in the negative one which implies two different
operational regimes of the plasma jet in the each cycle.
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Figure 1. (a) Current and voltage signals of the plasma jet operating in the
bullet mode. (b) Lissajous figure (Q-U plot) showing dissipated power.

Charge versus voltage (Q-U) plot, i.e. Lissajous figures is presented
in the Fig. 2(b). Lissajous figure is asymmetrical due to the asymmetric
arrangement of the discharge. Low discharge power of about 2 W is
characteristic for the bullet mode and in agreement with measurements
presented in other studies [1]. Cross-sections of the line with x-axis on the Q-U
graph show breakdown voltages for both negative and positive cycle. As can be
seen from the Fig. 2(b) breakdown occurs at 2.8 kV for the positive half cycle,
which is much more than for the negative half cycle when 1.6 kV is required.
This is due to accumulation of negative charge i.e. electrons on the inner walls
of the glass tube in the positive half cycle. This fact decreases required
breakdown voltage in the negative half cycle. That is not the case for the
grounded copper electrode.

An overview spectrum in the UV-visible-near IR range (200 — 900
nm) is presented in Fig. 2. This fully qualitative method can give information
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about presence of some reactive species desirable or necessary for some
discharge applications, particularly plasma medicine. As can be seen from the
presented spectrum NO-y system, nitrogen second positive system — N, (C-B),
OH (A-X), nitrogen first negative system - N,* (B-X) and some O I, H I and
He I lines could be detected. Atomic oxygen, hydroxyl radical and NO are some
of the most important reactive species in plasma medicine applications.
Presence of atomic oxygen directly points out the presence of the ozone, and
vice-versa which is also important factor for such applications. Relatively high
intensity of the N, (B-X) comes from the resonant reaction channel between
metastables of helium and nitrogen in the ground state, which produce very
effective excited ions N,* (B,X,)y . This Penning process is followed by the
emission of the first negative system. The second positive system of nitrogen is
mainly produced by direct electron excitation. Emission of He I 706 nm line
(3s°S state, threshold energy of 22.7 eV) which is an indicator of energetic
electrons is also observed [1]. Due to the significant amount of water vapor in
open air abundant emission of OH (A-X) is detected. The formation of OH (A)
comes through a direct dissociative electron excitation of water or dissociative
recombination of H,O" or H;O". If the ground state OH (X) density is
sufficiently large, direct electronic excitation to OH (A) can play substantial
role, too.
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Figure 2. Optical emission spectrum of the low frequency DBD plasma jet.

The spatially resolved intensity distributions of the 1 cm DBD
plasma jet are presented in Fig. 3. This figure shows the normalized intensities
of some lines and bands for positive and negative current peaks. The intensity
distributions of the He I 706 nm line, O I 777 nm line, Hg 486 nm line, OH band
in the range of 306-309 nm, and nitrogen second positive system (SPS) and first
negative system (FNS) at 337 nm and 391 nm respectively. Depending on the
excitation mechanism of radiative states, two groups of lines/bands can be
distinguished: direct excitation by energetic electrons and indirect excitation
involving metastables. First group (He 706 nm and N, SPS 337 nm) correspond
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to the high electric field and electron density and its appearance follows the
current pulse. The second group (O I 777 nm, Hg 486 nm, OH 306-309 nm and
N," 391 nm) is usually delayed in respect to the current pulse due to the
necessary preceding dissociation or ionization of existing species and
participation of metastables in these processes. From the Fig. 3(a) enormous
difference between intensities for the positive and the negative current peaks
suggests significant existence of energetic electrons only for the positive current
peak, while for the negative current peak, the intensity of the line is non-
negligible only near the grounded electrode — instantaneous anode. This
evidence supports earlier claim that plasma bullets tend to form in the positive
half-cycle which is confirmed by measurements presented in Ref. 4.
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Figure 3. Spatially resolved intensity distributions of various emissions for the
positive and the negative current peaks of the jet.
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Abstract. The results of the radial distribution of rotational temperature 7,,, of
deuterium molecules in a hollow cathode (HC) glow discharge is reported. The
optical emission spectroscopy measurements are carried out using titanium hol-
low cathode discharge operated in pure deuterium. The rotational temperature of
excited electronic states of D, was determined from relative line intensities of the
Q [v'=v"=2] branch of the Fulcher-a diagonal band.

1. INTRODUCTION

The hollow cathode glow discharges (HCGD) have been extensively used for
study of fundamental discharge processes [1], as well as for plasma assisted
technologies [2]. For both, fundamental and applied research, the knowledge of
discharge parameter like the translational gas temperature 7, of molecules and
radicals is of a particular importance since it determines the rate of chemical
reactions.

Recently, the rotational, vibrational and translational temperatures of hydro-
gen molecules in the hollow cathode glow discharge (HCGD) have been deter-
mined using relative line intensities within Fulcher-a bands [3]. The rotational
temperature of excited electron energy levels is determined from the Boltzmann
plot of rotational line intensities, belonging to Fulcher-oo diagonal band
(@ Hu—>a32+g) electronic transition; P, Q and R branches (v '=v "=0). The ro-
vibronic temperature of hydrogen molecule ground state was assessed from re-
sults of rotational line intensities.

The aim of this paper is to investigate the results of spectroscopic measure-
ments of rotational temperature in deuterium HCGD from & I1,, v ’—>a32+g v
transition. The experiment is carried out in deuterium discharge using titanium
HC. The radial distribution of rotational temperature within hollow cathode di-
ameter are determined as well.
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2. EXPERIMENTAL

The HCGD source with two symmetrically positioned kovar anodes and
titanium (Ti) cathode operated in deuterium is used. The HC tube was 100 mm
long with 6 mm internal diameter and 1 mm wall thickness. The discharge
source is described in details elsewhere [3,4]. Here, only few important informa-
tion related to the optical setup for spectra recordings will be described. The
radial distribution spectra recordings were performed with unity magnification in
equidistant steps perpendicular to the discharge axis, with an estimated spatial
resolution of 0.40 mm. For radial intensity measurements the discharge was run
between HC and rear anode, located at 20 mm from the cathode. The results of
test measurements using front or rear anode did not show a difference within ex-
perimental uncertainty. The light from the discharge was focused with an ach-
romat lens (focal length 75.8 mm) onto the entrance slit of a Carl Zeiss PGS-2
spectrometer (2 m focal length with 651 g/mm refection grating; the reciprocal
dispersion of 0.74 nm/mm in first diffraction order). All spectral measurements
were performed with an instrumental profile very close to Gaussian form with
measured full half-width of 0.018 nm. Signals from CCD detector (29.1mm
length, 3648 channels) are A/D converted, collected and processed by PC.

3. RESULTS AND DISCUSSION

In the previous study we used Q-branch (v=v"=0) of the Fulcher-a di-
agonal bands as the most reliable for hydrogen temperature estimation in HCGD
[3]. Now, we investigate the possibility of using Q-branch (v=v"=2) of the
&L, v', N> a32+g ,v", N" deuterium molecular system for temperature mea-
surement. From the example of recorded spectra in Fig. 1 it is evident that R,Q
and P branch lines of the (v’=v"=2) electronic transition are well resolved and
have high intensities in the 610-630 nm wavelength region (wavelength data are
taken from [5]).

First, the applicability of Honl-London (HL) factors within

d3n;,2 N a3zz”2 transition, is invastigated by means of procedure described in

[6]. Since the transition probabilities are unknown for the rotationally resolved
rovibrational transitions, HL factors will be used as line strengths. In such case,
the so-called rotational branching ratio must be determined experimentally from
line intensity ratios correlated with relative line strengths Si/Sp. The ratios of
measured line intensities within pair of lines (in R and P-branch) starting from
the same rotational levels (see e.g. Grotrian diagram for Fulcher-o band transi-
tion, V'=v""=0 in Fig. 2(a) of [3] ) has been used as good indicator for applica-
bility of HL factors for temperature measurements within & Hu,2—>a32+g,2 tran-
sition.

The ratio values predicted by the HL formulae for Fulcher-o band
(Av =2, v'=2) are plotted in Fig. 2(a) as a function of rotational quantum
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number. The comparison of data shows that experimental ratio of line intensities
for R and P branch is close to prediction of HL formula.

2 2000 P
3 P4 P6
= 1P2 Ps
§ 10004 | l | l
E 0 IL),L } A 1 b
] M 1 N T '

618 620 622
5 Q2 Q Q4
f_d, 2000 0l Q3 Q3
z ] | |
Z 1000 1 l
[ 3]
£ -_"\-f .A”LN\J\_

0 7 y T =
615 616

= 2000 R
< | ra R2 RO
'?mno K H
77 —
5 | ’\ ‘ {\ ﬂ
=, ' '

T
612
Wavelength (nm)

FIGURE 1: Emission spectra of rotational lines for ¢°r1* — a322 system; R, Q,

P branches with v=v”=2. Experimental conditions: titanium HC discharge in D,
at p=2.5 mbar; =90 mA; U=490V

The rotational temperature is derived from the population of Q branch
of D, Fulcher-a band, v’=v”=2 using HL factors and data from [S5]. The values
of the rotational temperature at different radial position, see part (b) of Fig. 3
show that temperature change along HC diameter, as well as radial intensity dis-
tribution of the deuterium Fulcher-o system with the maximum at HC axis.

In the framework of the model discussed in [7] the logarithm of the
scaled rovibrational population density should be a linear function of the rota-

tional energy in ground X' ZZ,, v = () vibronic state:
Ny __ hcEyoy
2, N+, KTy v

3
InNyy =ln ) + const.

where is: N;V, n - scaled rovibronic population density, 7,5+ - radiative
lifetime of #’',v', N’ level and Eyy - rovibronic term value of ground vibronic
state. Further, according to [7], the rotational temperature of the ground vibronic
state, To(7n',v') can be considered as a valid estimation of the ground state

rovibronic temperatutre i.e. H, translational temperature 7,.
Thus, values of the rotational temperature derived from the Q branch
population of D, Fulcher-a band (v’=v”=2) were used in conjunction with pre-

vious relation to determine 7, of the ground vibronic state X' IZ; (V = 0). Under

present experimental conditions the temperature 7, for the ground vibronic state
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of deuterium molecule is two times larger than the rotational temperature of ex-

cited state d*77,.
@
=
@“‘ 2l n\
= \"\c\.
(ﬂx .\-_.

©
T

1 L
4 5

1 2 3
Rotational quantum number

- (b)

o—e—e

. .
o e

— - ~~e—__

Rotational temperature (K)

r(n01m)

FIGURE 2: (a) The comparison of measured branching ratios with the ratios of
Honl-London (HL) factors for (v=v”=2) transition of the Fulcher-a band; and
(b) Radial distribution of the rotational temperature measured from Q-branch
(v=v"=2) of the Fulcher-a band; Discharge conditions: titanium HC discharge
in D, at p=2.5 mbar; /=90 mA; U=491V.
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QUASISTATIONARY PLASMA FLOW AND
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Abstract. Modification of silicon single crystal surface by the quasistationary
plasma flow in the presence of external magnetic field is studied.
Quasistationary plasma flow is generated by magnetoplasma compressor
operating in residual mode in hydrogen as working gas (1 MJ/m’ in 0.1 ms).
During single pulse surface treatment wave-like periodic structures are obtained
on the silicon samples. As a result of local overheat and surface boiling,
phenomena of strong ablation appear on the surface if magnetic field is present.

1. INTRODUCTION

The main objective of plasma surface interaction investigation is

simulation of the expected edge localized modes (ELMs) and disruption loads
in ITER and other fusion devices [1]. Intense thermal loads in fusion devices
which occur during ELMs will result in macroscopic erosion associated with the
formation of cracks, droplets, melting, evaporation or sublimation. Compression
plasma flow (CPF) action with silicon solid surface was studied here, and
submicron cylindrical periodic structures were obtained [2-3]. Magnetic field
influence on surface modification, as well as the material removing from
surface in these conditions is represented in the form of vapour and liquid
droplets caused by surface local overheat. Here is studied only a part of effects
of plasma flow in presence of strong external magnetic field.
Special attention was devoted to the influence of magnetic field on phenomena
of ablation. It was found that intensities of these processes strongly depend on
the magnetic field presence. Namely, the ablation is one of the most presented
processes in the plasma flow interaction with materials if the applied magnetic
field is perpendicular to the surface. It was also found that compression plasma
flow parameters are strongly affected by the external magnetic field.

2. EXPERIMENTAL SETUP

A plasma source used in this experiment is a quasistationary plasma accelerator
(plasma gun) of magnetoplasma compressor (MPC) type. MPC represents a
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magnetoplasma analogue of Laval nozzle that was described is details
elsewhere [4].

The plasma acceleration by the Ampere force in MPC interelectrode gap is
accompanied by formation of a supersonic CPF at the outlet of the discharge
device [4]. In the MPC inter electrode region the plasma is accelerated due to
the Ampere force. The experimental setup is schematically shown in Figure 1.

oscilloscope

-
~-EEEEET
.
e 11111}

monochromator

storage (PC)

Figure 1. Schema of experimental setup

Using hydrogen as working gas at | kPa pressures and 800 pF, 4 kV capacitor
bank, the obtained current maximum was up to 100 kA and time duration up to
120 us. For the interaction studies of the CPF with silicon surfaces, commercial
one-side polished n-type silicon wafer (100 orientation) 1 mm thick and 10 mm
in diameter were used. The sample is mounted on the cylindrical brass holder
of the same diameter, and placed in front of the MPC cathode at the distance of
5 cm. Two different variations of experiment were used: (i) without external
magnetic field and (ii) with magnetic field oriented perpendicular to the target
surface. Silicon samples are exposed to a single plasma pulse.

The optical emission spectroscopy measurements are performed by side-on
observations. This enables to follow plasma flow and silicon spectral lines
dynamics during whole discharge.

3. RESULTS AND DISCUSSION

After a single CPF treatment of silicon sample cylindrical wave-like structures
have been noticed. As example of the structures obtained without presence of
external magnetic field, SEM micrographs of treated Si (100) surfaces are given
in Figure 2.
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Figure 2. SEM photograph of silicon sample surface treated by CPF single
pulse without external magnetic field

It is worth emphasizing that these highly oriented periodic structures are
obtained by single plasma pulse treatment of the silicon sample surface. They
are frozen capillary surface waves quenched at a particular moment during a
process of melt resolidification [4].

Small craters that resemble to traces of eruptions were noticed on sample
surface after being treated simultaneously by CPF and perpendicular magnetic
field. SEM photo of these structures is shown on figure 3. These craters have
been measured using AFM and found to be 2-3 mm in diameter. The bubble
structures on target surface were observed frozen either before or after popping.

Figure 3. SEM photo of section of Si (100) sample treated by MPC in presence
of normally orientated 480 mT magnetic field

The formation of observed surface features may be explained by energetic
action of CPF on the surface (absorbed energy 10 -15 J per pulse, flow power
density 10° W/em® [4]). A typical thickness of shock-compressed plasma layer
is about 1 cm [2]. Energetic action of CPF causes the fast heating and melting of
the surface layer and the presence of high dynamic pressure of CPF of the order
of several atmospheres. Interaction of CPF with silicon sample surface causes
the evaporation of a thin surface layer and formation of a shock-compressed
plasma layer (plasma plume) [5]. Formation of this cloud of dense target plasma
results in shielding of a processed surface from a direct action of a CPF when
perpendicularly orientated magnetic field is present. Energy transfer from
plasma flow to the plasma layer induces temperature growth of both, plasma
layer and surface (figure 4). Such high temperature in plasma surface layer
indicates local overheat and ablation of the surface, which produces bubbling
(boiling) effects where surface liquid relaxes explosively.
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Figure 4. Plasma temperature (K) and spectral line intensity (arbitrary units)
dependence of time results for no magnetic field presence (circles) and normally
orientated magnetic field presence conditions (squares)

4. CONCLUSION

From the surface structures studied here it is possible to conclude that they are
similar to those originating from macroscopic erosion processes observed from
the first wall and divertor surface in fusion devices. Quasistationarity of MPC
plasma source is its main characteristic that makes it suitable for simulation of
ELMs and their studies in future fusion devices, including ITER. Periodical
wave-like patterns are observed on silicon single crystal surface treated by CPF.
When perpendicularly orientated magnetic field is present in sample
environment and sample itself different structures occur, such as small craters,
because different phenomena take part in creating them.
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PRODUCED BY LASER WITH MODERATE
FLUENCE
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Abstract. Several phenomena are concomitant in laser-induced plasmas. Modelling
the creation phase of this kind of plasma requires understanding these phenomena and
their interactions. A 0D model (named CoRaM-Al) is elaborated in the purpose of
providing a complete non equilibrium description of the ablation of an aluminium
target. Solid heating and vaporisation of the sample, vapour excitation and ionisation
processes, among others, are taken into account. The plasma is assumed to store
energy in more than one hundred levels of Al, Al", AI*", AP" and free electrons
interacting through seven types of elementary processes. In this paper, we propose to
analyse the relative role of the multiphoton ionisation and the other processes.

1. INTRODUCTION

Laser Induced Breakdown Spectroscopy (LIBS) is more and more used as
diagnostic method in spite of awkward drawbacks. The identification of the
composition of a material is an essential task and different methods can be used.
Among them, LIBS is currently developed since it provides this determination in situ
after few microseconds only. This method consists to light a target with a nanosecond
laser pulse, therefore to create plasma and to study its radiative signature. The
composition is finally derived from the comparison between the measured emission
spectra and the databanks previously elaborated in laboratory from known samples.
The distant objective of our work is to avoid resorting to these databanks.

The treatment of LIBS signals is classically based on the hypothesis of Local
Thermodynamic Equilibrium (LTE) [1]. The conditions required to obtain plasma in
LTE cannot be systematically verified. Since the interaction between the laser pulse
and the sample leads to a strong initial non equilibrium, the relaxation of non-LTE
plasmas can be observed. As a result, the treatment of LIBS signals assuming LTE
can provide bad information in this context.
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2. PHYSICAL MODEL

In this work, a 0D model is developed in the purpose of providing a complete
description of the ablation of an aluminum alloy target. This model, called CoRaM-
Al, takes into account simultaneously the laser light absorption, the sample heating,
melting and vaporization, the excitation and the ionization of the species. Owing to
the characteristic time scales of these phenomena, the excited states behave in a
different way: as a result, a large set of excited states (107 levels of Al, Al", AI*" and
AP’ is considered.

The main objective of the present work is to study the relaxation of the plasma
produced in typical (nanosecond) laser conditions on aluminum sample from the start
of the laser-sample interaction until few microseconds in the purpose of qualifying
the departure from equilibrium. In order to avoid shockwave production and
propagation, the sample is assumed in vacuum.

According to the laser fluence, the literature reports either classical phase
transition or strong ejection of matter by droplets resulting from hydrodynamic
instabilities. This latter regime is called explosion phase. The transition from the first
regime to the explosion phase is observed at a threshold of Fo=8.5 J cm™ [2]. The
present model is available to situations where the laser fluence F is under F,. This
leads also to moderate sample heating: the vaporization of the metallic pool can be
therefore treated in a classical way, the temperature being less than the critical
temperature T, = 6700 K [3].

Our model assumes a laser pulse having a Gaussian profile with a full width at
half maximum of T = 4 ns and a characteristic energy of E = 65 mJ. The laser light is
focused on a surface of d = 1 mm in diameter on an aluminum target. The laser pulse
is assumed completely absorbed by the sample. In order to determine the temperature
profile into the target, the balanced equation for the conservation of energy is treated
and the evaporation is supposed starting when the aluminum is in liquid phase
(T, =933 K). Besides, the strong ejection of matter due to the vaporization relaxes
inside a Knudsen layer located between the target edge and the plasma: this layer is
accounted for.

The translation mode of all species is assumed in Maxwellian equilibrium, but
the plasma is in non-thermal equilibrium. The plasma is described by a 2
Temperature model: electron temperature T. and heavy temperature T,. Each
excited state behaves freely through 7 collisional radiative processes and their
backward processes (Multi-photon ionization, Inverse Bremsstrahlung, electron
excitation, electron ionization, elastic collisions,spontaneous emission and thermal
Bremsstrahlung)

These processes induce an evolution in time of the energy of the electrons and
of the heavy species (atoms and ions) respectively driven by equations (1) and (2)

dee RPN
=5 =P~ div(@c) (1
8 = By — div(@7) @)

where e is the energy of particles by unit volume, P the production term and @ the
energy flux density. The subscripts e and A refer respectively to the electrons and to
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the heavy species. The energy flux density results from the ejection of matter from
the target. Furthermore, the plasma is assumed to be uniform, such that div(@e ) is
equal to — @, o/Z where Z is the plasma thickness. This latter parameter is assumed

driven by the arithmetic mean speed resulting from the temperature T, of the heavy
species.

3. RESULTS

CoRaM-Al can compute the creation of the plasma considering various
conditions. In this paper figure 1 illustrates the results obtained by the present model
concerning the population densities and temperatures when the sample temperature
evolves like the laser flux density. These results illustrate the importance of the
heating of electrons by multi-photon ionization and the rapid reaching of high
population densities during the laser pulse. During the conference we will present
results considering a more important laser flux density and so a surface target
temperature approaching the critical temperature of aluminum.

In the same conditions of laser flux density, figure 2 illustrates the influence
of each process on the temperatures evolution. The scale of the Y axis corresponds to
decimal logarithm of the parameter. For example, the n value means that the process
induces an increase of the temperature of 10" K s™ for the positive values and a
decrease for the negative values of n.

Furthermore, this figure illustrates the weak influence of the Inverse
Bremsstrahlung process on the evolution of electron temperature. Besides, this figure
puts forward that electronic de-excitation and ionic recombination induced by
electron impact are predominant during the recombination phase.
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Fig.1. Population density (up) and temperatures (down) of plasma components
calculated by the CoRaM-Al model.
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Fig.2. Influence of elementary processes on electron temperature (up)
and heavy temperature (down) evolutions.

4. CONCLUSION

The collisional radiative model CoRaM-Al is elaborated in the purpose of
describing the creation and the recombination of aluminum laser-induced plasma
below the limit above which the explosion phase of the sample is observed. CoRaM-
Al provides the temporal evolution of the plasma temperatures and densities in
various conditions. Besides, using Boltzmann plots, the evolution in time of the
excitation temperatures can be plot and thus the determination of the excitation
equilibrium time is possible. Therefore, the model enables the determination of the
characteristic time required to reach thermal equilibrium and excitation equilibrium,
in other words the local thermodynamic equilibrium. However, the LTE
characteristic time depends on many parameters as the pulse energy, the time
duration, the fluence value, the surface target temperature but also on the time
evolution of the energy flux density. During the conference, we will present the
temporal evolution of densities, temperature resulting from various values of these
parameters in different situations. Finally, the main parameters inducing strong non-
equilibrium will be identified and the characteristic time to reach LTE in each
condition will be determined.
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Abstract. In this work we present electron transport coefficients in Ar/H,
mixtures for the conditions used in plasma assisted technologies for
semiconductor production i.e. in moderate and very high E/N. We used
numerical solution of Boltzmann equation analysis obtained by program
ELENDIF and Monte Carlo technique. We show that a good agreement with
experimental data exists for low and moderate £/N and that based on the tests
for pure H, and Ar we can model properly the high E/N development. Results
are in abundances of H, from 1% to 15%, which are necessary in kinetic models
for this mixture.

1. INTRODUCTION

Argon is a typpical buffer gas in a number of technologies. It allows
control of electron temperature (mean energy may be quite high and one may
support the selected processes with high threshold. Mixtures with hydrogen in rf
plasmas may be useful for ashing of photoresists in microelectronic processing
but may be used in a broader range of procedures.

In this paper we study the kinetics of electrons in £/N by using Monte
Carlo simulations that have been well tested for similar discharges in [Ar, H,
and N,]. As electrons have a special role in plasmas and in high E/N discharges
we focus on them leaving out heavy particle collisions which will be dealt with
separately. Another motivation is to provide the transport data for the electrons
in the mixtures of Ar and H, for modeling of such plasmas and also to point out
the need to employ a more detailed kinetic modeling in sheath regions. These
results can be used as the basis for modeling of anomalously broadened Doppler
profiles which are particulary pronounced in Ar-H, mixture [1], fast neutral
plasma etchers for organic dielectrics and the whole range of plasma
ashing/cleaning devices.
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2. THE MONTE CARLO TECHNIQUE

The MC code used in our analysis is based on the null collisions
method, applied to model stationary Townsend discharge and it consists of four
codes. The first follows the motion of electrons from the cathode the other one
follows the motion of ions created in collisions of electrons and atoms of the gas
the third follows the motion of electrons created by the ions. By analyzing all
three parts it is possible to get the space distribution of the emission and the
excitation coefficients [2]. The fourth MC code is used to follow the electrons
reflected from the surface and the secondary electrons created at the surface.
This code is completely independent from the code for simulation of the
electrons from the cathode, and it can be included but also excluded from the
simulation. In this paper we have used data for the steel and graphite electrodes
[3].

For a limited range of calculations in this paper we have used a two
term computer code ELENDIF [4] to solve Boltzmann's equation. This is in fact
the finite difference method which allows for such a formulation of the
Boltzmann equation in which many processes as well as the time evolution of
the distribution function can be included. The code has limitations due to
inherent approximations, but they are well known and have been studied [5, 6].
The two term code has been used to extend calculations to low E/N where two
term theory is valid and also to give indication of the failure of the two term
theory as it is used often without testing it in plasma modeling. For non-
equilibrium (non-local) conditions this code is not applicable.

We use the argon cross sections from our calculations for Argon
electron (and ion) swarms [5]. For hydrogen we use the data defined in the data
base of Phelps [7]. Both sets are based on accurate low energy cross sections
that were tested aginst the best swarm data at low E/N and have been tested
against the emission profiles at high £/N and energy distribution functions. Thus
there is no reason to question application of such set for the mixture of two
gases covering similar energies.

3. DISCUSSION AND RESULTS

First we will show the results for moderate E/N typical for mean
energies in standard discharges where experimental swarm data are available. In
Figure 1 we show electron energy distribution function (EEDF) for the mixture
of Ar and a small yet variable percentage of H,. For example for the reduced
electric field £ /N = 10 Td the effect of hydrogen addition from 1% to 15% is
reduction of electrons in 10 eV energy group by two orders of magnitude. The
shape of the EEDF changes considerably and the highest energy electrons are
depleted as hydrogen is added.

Figure 2 shows electron drift velocity in the mixture Ar/H, as a
function of £ /N. Even a smallest addition of H, completely changes the shape
of the drift velocity and induces effect of negative differential conductivity
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Figure 1. EEDF obtained by MCS for a broad range of the Ar/H, mixtures
where the parameter is taken as a percentage composition of hydrogen in the
mixture.

(NDC). The range of NDC is however reduced by a further increase of
hydrogen concentration and is eventually lost beyond 15% of added hydrogen.

In drift velocity plots we have also used the ELENDIF to calculate
drift velocity at lower energies where Monte Carlo simulation becomes
inefficient (for higher H, abundances lower energies extend to higher E/N).
Agreement with experimental results of Engelhardt and Phelps [8] (EXP)
confirms that a well-chosen set of sections is used to describe the behavior of
electrons in Ar/H, mixtures.
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Figure 2. Electron drift velocity for the mixture of Ar and H,. EXP values for
pure H, are from Dutton [9].
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Abstract. Lead is ubiquitous in the environment, brought in by human
activity. Namely, lead has many useful properties, in particular, ease of
production, ease of melting and joining, malleability, and good corrosion
resistance. However, it is well known that lead exposure has negative health
effects. In this paper preliminary results regarding testing of our LIBS (laser
induced breakdown spectroscopy) experimental set-up for detecting lead are
presented.

1.INTRODUCTION

Lead has many useful properties, in particular, ease of production,
ease of melting and joining, malleability, and good corrosion resistance, so,
the lead is ubiquitous in the environment, brought in by human activity.
However, it is well known that lead exposure has negative health effects [1].

Many reports, [2-4] and references therein, show that leaded petrol
has caused more exposure to lead pollution in human beings than any other
single source. Therefore, many countries have outlawed or strictly regulated
the use of leaded petrol. In some countries, including ours, the leaded petrol
was used until recently. However, it is believed by automotive experts that
fuel tanks of obsolete cars (which need lead to lubricate the engine valve
seats) still have accumulated lead to last for a few years.

The lead atom was intensively studied in our laboratory using elec-
tron spectrometry [5-7].

Our experimental set-up for LIBS and results regarding optical
spectroscopy of indium atom are presented in [8-10].

2.RESULTS

A small piece of lead was cut from lead plate. The lead plates are
used as counter weights for cone elevator in our experimental apparatus
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“ESMA”. Streak image of lead LIBS signal and its one dimensional profile
are shown in figures 1. and 2. respectively.

Figure 1. Streak image of lead LIBS signal.
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Figure 2. One dimensional profile of lead LIBS signal from Fig. 1.
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Identified lead lines [11] are given in Table 1. It is interesting to

note that other lines, visible on figures 1. and 2. are not from zinc or
copper, as expected. They belong to iron [11]. Namely, it is not uncommon
to improve the mechanical properties of lead weights by iron.

Table 1. The most intense spectral lines of Lead in the emission spectrum
of laser generated plasma.

A (nm)  Atom, ion Transition Ehigh-Eiow (eV)
560.885  Pb (I)  6s7p(*Py),) — 65°75(*S1 ) 2.21
520.144  Pb (I) 6p8s(1PY) — 6p(1Sp) 2.387
438.646  Pb (I)  5s’5f(*Fy)y) — 65*6d(*Dyys) 2.827
424492 Pb (I)  5s°5f(PF7),) — 632§d(2D5/2) 2.92
405.78 Pb (I) 6p7s(3PY) — 6p2(3Pz) 3.056
373.993  Pb (I) 6p7s(3PY) — 6p*(1 Dy) 3.315
368.346  Pb (I) 6p7s(3PY) — 6p*(Py) 3.366
363.957  Pb (I) 6p7s(3PY) — 6p>(3Py) 3.407
357.273  Pb (I) 6p7s(* PY) — 6p*(1 Dy) 3.471
3.CONCLUSION

Preliminary results regarding testing of our LIBS experimental set-

up for detecting lead are presented in this paper.
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Abstract. Characterization of RF H,/Ar plasma was performed with the
parameters similar to those used in laser induced plasma for an in-situ removal of
carbon contaminants from EUV optics. Plasma emission spectra were recorded
in a wide interval of wavelengths. The most important processes in the plasma
were identified. Using optical methods of actinometry and the technique with
different Balmer lines, the dissociation degree of hydrogen was calculated. The
results were compared with the estimation of the dissociation extent from
pressure rise measurements.

1. INTRODUCTION

In the course of time, to improve attainable resolution, optical
lithography processes have been shifted towards shorter illumination
wavelengths to fabricate microelectronics devices with smaller transistors.
Taking into account that conventional lithography (248nm or 193nm) is reaching
its boundaries, new technologies are being developed to sustain Moore's Law.
One of the solutions is extreme UV (EUV) lithography, which uses a wavelength
of 13.5 nm. However, the lifetime of projection optics in EUV is threatened by
two effects: carbon deposition and oxidation [1]. Therefore, to develop a viable
application of the EUV lithography, cleaning methodologies for contamination
removal, preferably in-situ procedures, have to be established.

Until now, methods of removal of carbon layers using hydrogen have
been studied the in RF plasmas [1-3] and by generation of atomic hydrogen for
an in-situ contamination removal technique [4]. It was proven that hydrogen
atoms play an important role in successful removal of carbon from the surface
[2]. In order to study the process of carbon contamination removal from EUV
optics we performed measurements in RF plasmas with gas mixtures and
pressures similar to those present in EUV-induced plasmas in lithography tools.
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The first step in the investigation was optical characterization of H,/Ar plasma
and determination of the extent of hydrogen dissociation.

2. EXPERIMENTAL SETUP

Low pressure RF plasma at 13.56 MHz was produced in a helicon-type
plasma reactor (Micromachining Etching Tool, MET, Adixen -Alcatel). The
reactor chamber consists of two parts: the upper part is plasma generation
region with a quartz tube surrounded by one-turn coil-antenna below which is a
diffusion region with a sample holder. The power was applied to the antenna
while aluminum sample holder was grounded and cooled with He-backside
pressure. For the plasma characterization a blank sample holder was used.
Plasma emission from the diffusion region was transferred by an optical fiber to
the Spectra-Pro 500 spectrometer from Acton Research Corporation equipped
with a CCD camera. The plasma was ignited in a mixture of hydrogen with 5%
of Ar at a pressure of 1 Pa and flow-rate of 50 sccm.

3. RESULTS AND DISCUSSION

3.1 Optical emission spectra
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Figure 1. Spectra of Hy/Ar plasma at 1 Pa. Line intensities are relatively scaled.

Spectrum recorded from plasma ignited in hydrogen/argon gas mixture
is shown in Fig.1 for a wide interval of wavelengths. Line intensities are scaled
relatively and important lines are designated. Apart from atomic lines in H and
Ar, Fulcher o bands (electronic transitions in H, molecule) were also recorded.

3.2 Determination of hydrogen dissociation degree

The degree of dissociation of molecular hydrogen is very important
parameter in hydrogen and hydrogen-containing low-temperature plasmas when
comes to understanding of the surface processes. One simple technique for
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determining the dissociation degree in the plasma is optical actinometry [5]. In
addition, for hydrogen discharges, another optically based method that uses
relative intensities of different Balmer lines can be employed [6].

For the case of hydrogen plasma with Ar as actinometer gas, important
kinetic processes in the plasma taken into account for actinometer and ,Balmer
lines" technique calculations are given in Table 1. Since the discharge pressure
is below 100 Pa, the quenching can be neglected [7].

Table 1. Processes in H2/Ar low-pressure plasma. The reference data is given
in the right column.

Process Ref.
1 Atom excitation H(n=1)+e->Hn=34)+e [8]
2 Dissociative excitation  H, + e -> H(n=3,4) + H(n=1) + ¢ [8]
3 Radiative de-excitation  H(n=3,4) > H(n=2) + hv (Ha, Hf3) [9]
4 Direct excitation Ar(3p) +e->Ar(4p) +e [10]
5 Radiative de-excitation  Ar(4p) -> Ar(4s) + hv (Ar750nm) [9]

Besides optical methods, the degree of hydrogen dissociation in plasma
is estimated from the pressure rise after discharge ignition which can be
attributed to the creation of new species in plasma. Providing constant gas flow
in the chamber, the relative increase in total gas pressure after breakdown
should be proportional to the dissociation degree.

P=1 Pa, Q1=50 sccm Hz, Qz=2.5 sccm Ar
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Figure 2. The dependence of the hydrogen dissociation degree on RF power
determined from actinometry, ,,Balmer lines" technique and pressure rise.

In Fig.2 dissociation degrees calculated using three different methods
are shown. Results obtained using Ar actinometry (squares) and pressure rise
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(triangles) agree well within experimental errors. Balmer lines formula (circles),
using ratio of hydrogen atomic lines, give somewhat lower values. This
discrepancy may originate from rate coefficients since this technique is very
sensitive on the shape of the rate coefficient function. All methods predict
similar increment in the dissociation extent with power.

4. CONCLUSIONS

Helicon-type RF plasma reactor can be used for a simulation of plasma
conditions similar to the laser induced plasmas for an in-situ cleaning of EUV
optics from carbon contaminations. As a first step in the research, optical
characterization of H,/Ar plasma has been performed by spectra recoding in a
wide wavelength interval. Using different lines of the spectra, calculation of the
dissociation degree was conducted by employing different optically-based
methods and pressure rise. Reasonable agreement of the results have been found
for all plasma powers investigated.
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Abstract. Atmospheric-pressure helium plasma jet has been studied by
optical emission spectroscopy. Streamer/bullet properties of the plasma jet
are observed in the positive voltage half cycle, while in the negative half
cycle jet operates more as a glow-like atmospheric pressure discharge
Electric field strength distribution is measured using Stark polarization
spectroscopy of He 1492.19nm line. Obtained radial distribution of the axial
electric field of the bullet exhibits a ring-shaped structure. It was shown that
under observed experimental conditions, electric field in the bullet reaches
the value of almost 30 kV/cm, while in the negative half cycle electric field
strength has values below 4kV/cm.

1. INTRODUCTION

Non-thermal plasma jets are widely used for polymeric surface
modification, bacterial and bio-molecule inactivation, wound healing and
nanostructure inactivation [1]. Atmospheric plasma jets can be generated in
several different ways such as: dc jets, kilohertz, pulsed and sinusoidal jets,
radiofrequency (RF) jets and microwave excited jets. Different jet configurations
and feedings bring different plasma characteristics. It has been shown that
atmospheric-pressure plasma jet may exist in three distinct operating modes: the
chaotic mode, the bullet mode and the continuous mode [1]. Dawson’s photon-
ionization theory gives a possible explanation of propagation mechanism of
plasma bullet [1]. The most recent modeling of bullet propagation in
atmospheric-pressure helium plasma jets predicts that plasma bullet has streamer
characteristics, such as velocity and electric field [4, 5]. Axial and radial
distribution measurements of time integrated electric field of plasma bullet,
based on Stark spectroscopy, confirmed these theoretical predictions [6]. High
electric field with the pulsating nature, like the one in the streamer head finds
biomedical applications such as tumor treatment.
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2. EXSPERIMENTAL SET-UP

Discharge device considered in this study is dielectric barrier discharge
plasma jet. It consists of a glass tube 2 cm in length (2 mm inner diameter, 3
mm outer diameter) with a 1 cm wide copper electrode wrapped tightly around
it at the distance of 1 cm from the tube nozzle. A second grounded copper
electrode is placed 1 cm downstream from the nozzle. The helium flow
(99.996%) through the tube was 5 I/min. Helium flowed into the ambient air. A
laboratory-built power supply operated at 12 kHz, able to provide high voltage
sinusoid signal with variable amplitude up to 20 kV, was connected to the
wrapped electrode. The applied voltage was measured using P6015A Tektronix
high-voltage probe and a Rogowsky coil placed between the grounded
electrode, and the grounding point was used for current measurements as
presented in Figure 1. A Tektronix TDS 2024B digital storage oscilloscope
(200MHz, 2 GS/s) was employed to record voltage and current signals.

oscille RCOpC
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Figure 1. Experimental set-up.

For a space resolved emission measurements, projection optics was used to
project the whole plasma jet onto the entrance slit of a 1m spectrometer
(SOLAR TII, model MSDD 1000) with 1200 g/mm diffraction grating.
Radiation from the jet was detected using an ICCD (PI-MAX2, Princeton
Instruments) with 1024x1024 pixels, size of the pixel 13 pm. ICCD was
triggered using time delayed pulse signal from the non-inductive 800 € resistor
inserted between grounded electrode and the grounding point as shown in
Figure 1. Each recorded image is made of 50 accumulations, each of 50 000
gates per exposure. The gate was triggered at the beginning of the current peak
with duration of 5 ps. Resolution of spectral apparatus was 10.8 pm/pixel. With
an entrance slit of 30 um full width at the half of maximum (FWHM) of
corresponding instrumental profile was 0.035 nm.
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3. RESULTS AND DISCUSSION

Optical emission spectroscopy technique based on the application of
the polarization-dependent Stark splitting and shifting of He I 492 nm line, and
its forbidden counterpart is used for electric field measurements. Following the
methods demonstrated in [5, 6], axial electric field in the space between the
glass tube and the grounded electrode is determined. Examples of typical n-
polarized spectra of He I 492 nm line recorded for the positive and negative
current peak are shown in Figure 2. According to [5], with the polarizer
mounted with its axis parallel to the external field three components are
detected: allowed line, its forbidden counterpart and a field-free component (ff)
originating from the area where the electric field is negligible. Spectral lines are
fitted with pseudo-Voigt profiles in order to estimate peak-to-peak distance
between the forbidden and allowed counterparts according to which the electric
field is determined. For the positive current peak of the plasma jet the ff
component is Van der Waals broadened while the forbidden and allowed lines
are broadened predominantly due to the overlapping of shifted spectral lines
emitted by atoms placed at various positions in the streamer head electric field.
The measured electric field distribution along the discharge axis actually
represents time integrated electric field in the head of the streamer propagating
along the axis.
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Figure 3. Typical n-polarized spectra of He 1 492.19 nm line recorded from the
plasma jet for (a) positive and (b) negative current pulse.

Concerning the negative current peak, measurements were performed also - see
Figure 3(b). As shown at Figure 3(b) substantial splitting of the line is not
observed, which implies low electric field strength along the jet for the negative
current peak. Method used for electric field determination is suitable for electric
field strength down to 3-4 kV/em, depending on the signal to noise ratio of the
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recorded line. According to this, electric field strength of the jet, for the
negative current peak for given experimental conditions, is lower than 4 kV/cm,
which is in agreement with modeling results presented in [7]. In  order  to
estimate radial distribution of axial electric field of the plasma bullet at different
positions in the plasma jet, lateral profiles of the plasma jet for the positive
current pulse are recorded and the Abel inversion procedure was applied. Then,
fitting of line profiles resulted in the electric field strength distribution data.
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Figure 4. Radial distribution of the axial electric field in the plasma jet
operating in the bullet mode at two characteristic axial positions.

Radial distribution of axial electric field has the ring shaped structure at the
middle of plasma jet (z = 5 mm), see Figure 4. Near the grounded electrode the
electric field reaches maximal value of 26 kV/cm at the axis (z = 5 mm), while
in the middle of the jet maximum is off-axis with values up to 23 kV/cm. These
experimentally obtained results also confirm modeling outcomes, and
calculations presented in [2, 3].
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Abstract. Galvanic, kinetic and spectral magneto-induced manifestations are
studied in a hollow cathode discharge. Magnetic field applied reduces the
voltage across the discharge and influences the maximum energy of the
accelerated particles. Redistribution of the current processes takes place and the
spectral lines of the sputtered atoms increase their intensity.

1. INTRODUCTION

The magnetic action on a gas discharge manifests itself by various optical and
galvanic phenomena under the region [=107'+10°] G. Both magnetic disordering
of aligned/self-aligned atoms and depolarization of their spontaneous emission
take place in a weak magnetic field B € [=10"+ =10] G [1]; simultaneously a
magneto-galvanic reaction was observed [2, 3]. Level crossing arises also at
magnetic field B>10 G [1]. Magnetic increasing of the opto-galvanic reaction is
reported in [4].

An external B- field applied is one of the tools enhancing the analytical
ability the traces of elements/molecules to be identified in various objects
including artifacts of archeological importance. A modification of the glow
discharge, i.e. hollow cathode discharge (HCD) is of particular spectral-
analytical importance. Really, all elements may be atomized and excited in a
conventional HCD. It is based on two characteristic properties, i.e. intensive
sputtering of the cathode surface/probe inserted and specific electron energy
distribution function (EEDF) containing also fast electrons up to (2+4) x10* eV.
[5,6]. Earlier the magnetic field effect on intensity of some spectral lines,
continuous background and molecular bands excited in a HCD of helium or
argon buffer gases was studied [7]. The observed increase of the spectral
intensities is among the most important consequences due to B- field applied.

Here HCD in helium buffer gas is used for diagnostic of the operating
conditions at magnetic field applied. The magnetic influence on some lines of
atomized metals in HCD is studied in neon buffer gas.
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2. EXPERIMENT

Figure 1 illustrates the experimental scheme. The discharge in Al-, Fe- and Cu-
cup-like hollow cathodes, 40 mm long and 16 mm in diameter is studied.
Helium at a pressure of 10" Torr and neon (3.10™" Torr) are used as buffer
gases. The operating parameters (voltage across the HCD, discharge current,
intensity of the spectral line emitted and its radial profile) are investigated vs.
magnetic field B e [0+8.10°] G (Helmholz’s coils) applied to the discharge.
Monohromator MDR2 is used combined with a rotating glass parallel plane
plate for measuring the spectral line radial profile. Photomultiplier type 106 and
Lock-in nanovoltmeter type 232B are used in the lock-in spectral line
measuring. In order to improve the optical resolution of the radial HCD light
profile the lens L (focal distance f, =50 cm) is focused on the middle £/2 of the
cathode-cylinder of length £. Then a plasma cone of height £/2 and base x
determines the optical system resolution x according to the relation d/x = 2fy/¢,
where d= 0.5 mm is the monohromator slit. It turns out x ¢ /0.7 — 1.5] mm for
cathodes of € € [10~40] mm.

Figure 1. HCD-hollow cathode tube, A-anode, B-Helmholz’s coils, PS-power
supply, Ry-ballast resistor, L-lens, PP-parallel plane plate, M-monohromator,
MDR2, D-nanovoltmeter

The studied buffer's lines He I 388.9 nm, He 1 396.5 nm, He 1T 468.6 nm, He I
471.3 nm, He I 501.6 nm and He I 504.7 nm are selected as diagnostic ones.
They are of both different excitation potentials and typical singlet/triplet ones.
The later distinguish strongly in their optical functions of excitation f (e) [ 8].
This difference is important since the specific electron energy distribution
function (EEDF) contains also fast electrons and the lines are sensitive vs.
different parts of EEDF. The magnetic influence is studied also on the spectral
lines of atoms of the cathode material Cu I 521.18 nm, Cu I 578.2 nm, Fe I
516.7 nm and Fe I 523.2 nm or inserted one. The geometry where magnetic
field B is co-axial with the geometric axes of the cathode-cylinder (Fig.1)
respectively with optical one turned out to be the most suitable among the rest
possible geometries.
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3. RESULTS AND DISCUSSIONS

1.Voltage U, across HCD is observed to decrease in B- field substantially
(Fig.2).The reduction AU~ B reaches more than 40 V. Taking into account the
importance of this voltage as accelerating the charged particles the observed
reduction should influence their kinetics. Some He- triplet (#r) and -singlet (s)
lines are used as optical probe. Their intensity Iy, is studied vs. intensity of B-

field applied (Fig.3). The triplets Hel 471.3 nm ( /™" (e) at 27 eV) and Hel
388.9 nm ( /™ (e) at 28 eV) increase their intensity as I,~ B. On the contrary,
the singlet’s Hel 396.5 nm (f™(e) at (100-120) eV), Hel 501.6 nm

(£™*(e) at (100-110) eV) and ion line Hell 468.6 nm ( £ ™ (e) at (170-190)
eV) (all data in [8]) decrease in intensity J/;~ B'.
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the magnetic field applied B.

Doubtless, the magnetic reduction of the voltage AU, cuts the highest energy of
the electrons in the dark space and the balance of the processes displaces to that
of lower energy ones. Thus, the B- field applied influences the intensity of
triplet/singlet lines in contrary way. Then the diagnostic sensitivity I=I (B) may
be enhanced by using I, / I, =¢ (B) ratio.
U,

For i—k line Iy = Ay hve ny r:rf F(e)f, (e)de, where ny and n, are the
density of carriers and electrons, e; the excitation energy, F(e) is EEDF and

intensities ratio I/I;= f(B) is strongly sensitive vs. B- field. It characterizes the
magneto-induced tendency in processes of excitation:
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In the case of F(e) Maxwelian (positive column) the ratio 7,/ I= f(B) may be
calculated at different electron temperature 7, This procedure is invalid for
HCD since its F(e) is not Maxwelian. Here the magnetic action is estimated
qualitatively only. Hel 504.7nm is used together with Hel 471.3 nm. Fig. 2
illustrates the ratio I, /I vs B. Since f{e) does not depend on B, Fig.2 suggests
that B- field reduces the fast electrons number in EEDF F(e) and increases those
of lower energy.
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Figure 4. Radial profile of the spectral line intensity I at magnetic field applied
B=0GatB=600.G.

This quantitative interpretation is in agreement with the probe measurements of
EEDF in [9]. Figure 4 illustrates the space redistribution of the intensity due to
magnetic field. The radial profiles suggest that decreasing I ~ B ~of the singlet
Hel 501.6 nm (Fig. 3) occurs due to its reduction along the axes (R = 0).
Decreasing of the ion line Hell 468.6 nm in B- field takes place because of its
reduction over the entire radius R. This line keeps its characteristic radial profile
I(R) of I(R) ™™ near cathode dark space (CDS) at R = 7 mm.

2. Magnetic increasing of the intensity of sputtered atom’s line is
observed (Fig.3). These lines are closer in intensity to those of He- triplets. The
lines studied characterize the atoms of Cu and Fe. They are known as elements
of difficult atomization. In this case the magnetic field acts on both sputtering
and excitation of the cathode material. The ion of carrier gas sputters the
cathode surface at velocity /; depending on the electric field intensity near the
surface, for example eU./d = mV; 2 [n0, (V)1/4, where d is the CDS length, m
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the ion mass, g, (%)) the cross-section of the resonant charge exchange between
carriers atom + ion <=>jon+ atom. The latter is the process of the greatest
cross-section vs carrier ion in the CDS [10]. The equation suggests directly the
relation V~U, On the other hand g, ~ V; under the typical V; -values according
to [10]. Taking in mind -4, (B) (Fig. 2) one may state that quantitatively the
magneto-intensified excitation of sputtered atoms dominates their magneto-
decreased sputtering.

4. CONCLUSIONS

The magnetic field reduces both the voltage U. across HCD and the highest
energy of the electrons in the dark space. The balance of the processes displaces
to that of lower energy ones. The intensity of triplet/singlet He lines changes in
contrary way. Magnetic field increases the spectral lines of sputtered atoms in
intensity although lower sputtering ability of ion-buffer.
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STARK BROADENING REGULARITIES WITHIN
NEUTRAL SODIUM SPECTRAL LINES
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Abstract. Stark widths dependences on the upper level ionization potential
within different spectral series of the neutral sodium have been studied and
discussed. It was found that differences among the studied series decrease with
temperature increasing. After establishing these dependences predictions were
made for Stark widths of neutral sodium spectral lines not measured or
calculated until now.

1. INTRODUCTION

The purpose of this paper is to analyse functional dependence of Stark
broadening (FWHM) on upper level ionization potential. More specifically,
Stark broadening dependence within each spectral series is analysed. A simple
model that depends only on upper level ionization potential and type of transition
could provide Stark broadening data for transitions that have not yet been
calculated due to the lack of parameters needed in more complicated models.

Stark broadening data used for this analysis was taken from [1-3]. Most
of this data is available online [4]. Only four spectral lines of Na I are found in
literature in works of Puri¢ et al. [5], Djenize et al. [6] and Miokovi¢ & Veza [7]
and are used for a comparison with theoretical results. Data for ionization
potential of Na I spectral lines are taken from NIST database [8]. A total of 25
spectral lines of Na I have been collected and analysed. Within these data the
following series have been investigated: 3s-np (2), 3p-ns (2), 3p-nd (2), 3d-np
(2). Next to the series notation there is a number in parentheses (2) indicating
doublet spectral lines.

2. THEORETICAL BACKGROUND

Puri¢ et al. [9] evaluated Stark width as the function of the upper level
ionisation potential and the rest core charge of the emitter. The dependences
were found to be of the form:

olrad-s"'1=a-(y[eV]) " )]
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where o is the line width (in angular frequency units), ¥ is the corresponding
upper level ionization potential (in eV). Coefficients a and b are dependent of
the chosen temperature and electron density, but independent of the ionization
potential for particular transition.

The available Stark broadening data is given for different conditions
and cannot be used equally or compared without normalisation to equal
conditions of environment. Electron density in plasma has to be considered as
Stark width is proportional to electron density. Consequently, Stark broadening
data has to be normalised to the same electron density and in this paper all data
was normalized to N.=10'¢ cm™.

Temperature of plasma also influences Stark broadening and it was
commonly expected to be expressed as weak function of temperature. For
instance w~T"? was used for the case of ion spectral lines. However, the whole
spectrum of different temperature dependences has to be used in this case
instead in order to match the data more precisely. Similar dependences has to be
used, also, in the case of neutrals as

f(T)=A+B-T“ )

It was shown that this dependence is appropriate for every spectral line.
Coefficients A, B and C are independent of temperature and different for each
spectral line.

3. RESULTS AND DISCUSSION

« 3d-np (2) :g: «3d-np (2) :f/,;
* 3p-nd (2) 2 *3p-nd (2) k<]
2 3p-ns (2) L 13 a 3p-ns (2) L 13
* 3s-np (2) ¢ 3s-np (2)

2 3p-ns (2E) o 3s-np (2E)
 3s-np (2E) L 12 F12
L 11 F 11

é (@) : (b)

T T 10 T T 10
-0.6 0 0.6 log(y") -0.6 0 0.6 log(x™"

Figure 1. The total Stark widths (in rad-s-1) versus inverse upper level
ionization potential (in eV) presented in log-log scale at temperature 10 000 K
(a) and 50 000 K (b). The corresponding experimental values (Miokovi¢ &
Veza 2001; Puri¢ et al. 1976; DjeniZe et al. 1992) are included.
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Stark widths dependences versus inverse value of the upper level
ionization potential for investigated spectral series of neutral sodium with
principal quantum number of lower level equal to n=3 are presented in Figure
1(a) at temperature of 10 000 K and in Figure 1(b) at temperature 50 000 K.
Charts are given at two temperatures to show the temperature influence on Stark
broadening and the effect of series merging at higher temperature. Having found
these temperature dependences one can find the corresponding dependences of
the Stark widths on the upper level ionization potential for any spectral line
within spectral series studied here for every temperature. It is interesting to
notice that dispersion of Stark widths data is decreasing with temperature
increasing. The similar behaviour was noticed in preceding papers [10-13].

When the studied spectral series were treated separately the majority of
the corresponding coefficient of determination R? were better than 0.99. If 3p-
3d transition is excluded from trend analysis, obtained R* values for electron
contribution are much better. For example R*=0.9930 instead of R?=0.9681 for
temperature of 10 000 K.

Table 1. The calculated values for the electron and proton impact contribution
to the Stark widths (FWHM) w (nm) of Na I spectral lines; at T, = 10 000 K and
T. = 50 000 K normalized to an electron density of N, = 10 m™ are given.

w (nm) w (nm)
Ton 1(A) Transition Terms T=10 000K T=50 000K
Nal 9093030  3d-4p  °D-’P, 0.781 10.358
Nal 427797  3p-10d  *Py-D 1.184 9.775
Nal 424327  3p-11d  *Py-"D 1.940 15.822
Nal 421725  3p-12d  °P,-'D 3.055 24.627
Nal 434595  3p-10s P28 0.103 1.438
Nal 429221  3p-l11s  *Py-2S 0.160 2.250
Nal 4253.71 3p-12s P28 0.240 3.384
Nal 422515  3p-13s P28 0.347 4.920
Nal 247629  3s-11p  2S-*P, 0.162 1.756
Nal 246513  3s-12p  °S-°P, 2.596 2.740

Comparing experimental values of total line width with theoretical
ones we found an agreement for 3s-3p transition on both investigated
temperatures, distinction was within 10% on 10 000 K temperature and 20% on
50 000 K. For the only series for which Stark parameters were measured so far,
3p-ns on 10 000 K, agreement was found to be within 50%.

Using the described theory 10 spectral lines missing so far from 4
spectral series studied here are given in Table 1. Based on the above described
analysis it is possible to predict Stark widths at any temperature but the results
in this paper are given only for T =10 000 K and T = 50 000 K.
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4. CONCLUSION

This work successfully proves the existence of the functional Stark
widths dependences on the upper level ionization potential for the lines
originating from the same series. These dependences were obtained and found
to be of the form given by Equation (1). In order to achieve better linear fitting
for 3p-nd series, transition 3p-3d has to be neglected for further analysis.

It was confirmed that temperature dependences agree with Equation
(2). The Stark widths linear dependences on electron density was confirmed and
used for data normalisation at N.=10'"°cm™. Like in the case of He I, Be I, Mg 1
and Ca I, high temperatures tend to eliminate differences in Stark broadening
for all other parameters except for upper level ionization potential.
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Abstract. Stark widths dependences on the upper level ionization potential
have been studied and discussed for 3s-np and 3d-np spectral series of neutral
lithium. It was found that differences among the studied series decrease with
temperature increasing. After establishing these dependences, found relations
were used for prediction of Stark widths for the missed lines, thus avoiding
much more complicated calculation procedures.

1. INTRODUCTION

The aim of this paper is to analyse functional dependence of Stark
widths of spectral lines (FWHM) on the upper level ionization potential (x) of
the corresponding transition within spectral series of Li I. Using proposed simple
model one can provide Stark broadening data for transitions that have not yet
been calculated due to the lack of parameters needed in more complicated
models.

Stark broadening data used for this analysis was taken from [1-3]. Most
of this data is available on-line [4]. Data for ionization potential of Li I spectral
lines were taken from NIST database [5]. A total of 9 spectral lines of Li I have
been collected and analysed. Within these data the following series have been
investigated: 3d-np(2), 3s-np(2). Next to the series notation there is a number in
parentheses (2) indicating doublet spectral lines.

2. THEORETICAL BACKGROUND

Puri¢ et al. [6] evaluated Stark width as the function of the upper level
ionisation potential and the rest core charge of the emitter. The dependences
were found to be of the form:

olrad-s'1=a-(y[eV]) " (D
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where o is the line width (in angular frequency units), y is the corresponding
upper level ionization potential (in eV). Coefficients a and b are dependent of
the chosen temperature and electron density, but independent of the ionization
potential for particular transition.

Stark broadening is dependent both on characteristics of emitters and
on environmental conditions. This paper investigates only the dependence on
emitter characteristics while the environmental conditions remain the same for
all transitions. For this reason only data given at same electron density N, =
10"cm ™ was used in this paper.

Temperature of plasma also influences Stark broadening. It was
commonly expected for Stark width broadening to be a weak function of
temperature. For ion spectral lines dependence was found to be of the form
o~T"2. Temperature dependence in the case of neutrals has to be of the form:

f(IY=A+B-T 2)

3. RESULTS AND DISCUSSION

Stark widths dependences versus inverse value of the upper level
ionization potential for investigated spectral series of neutral are presented in
Figure 1(a) at temperature of 10 000 K and in Figure 1(b) at temperature 50 000
K. Charts are given at two temperatures to show the temperature influence on
Stark broadening is small and that the series merge at higher temperature.
Having found these temperature dependences one can find the corresponding
dependences of the Stark widths on the upper level ionization potential for any
spectral line within spectral series studied here for every temperature.

()

/é\ L] - - -]
5| "3 @ @) S| "3 @ (b)
— | *3s-np(2) — | +3s-np(2)
10 A 10 A
9 1 9 4

log(x™ log(x™
. . Ll I . ')

-0.5 0 0.5 -0.5 0 0.5

Figure 1. The total Stark widths (in rad-s-1) versus inverse upper level
ionization potential (in eV) presented in log-log scale at temperature 10 000 K
(a) and 50 000 K (b).
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The dominant influence of x on o is evidenced by the small difference
in Stark broadening of two different series. Although we have investigated two
different series, Stark broadening of these series is very similar due to the fact
that they have the same . It is interesting to notice that dispersion of Stark
widths data is decreasing with temperature increasing. The similar behaviour
was noticed in preceding papers [7-10]

As shown in Table 2 the dependence of Stark widths is not always
linear on electron concentration. Broadening of spectral transitions from 3s-np
and 3d-np series is linear with electron density. This dependence is mostly
linear but Debye shielding and dense plasma can alter this behaviour. Due to
this, only Stark broadening data for N, = 10"cm ™~ was used.

Table 1. The calculated values for the electron and proton impact contribution
to the Stark widths (FWHM) o(A) of Li I spectral lines; at T.=10 000 K and
T.=50 000 K normalized to an electron density of N, = 10" m™ are given.

o (A) o (A)
Ion A(A) Transition Terms T=10000K T=50 000K
Lil 9550 3d-8p ’D-P, 0.179 0.177
Lil 9227 3d-9p ’D-’P, 0.285 0.281
Lil 9010 3d-10p ’D-’P, 0.438 0.430
Lil 6873 3s-8p ’S-?p, 0.093 0.086
Lil 6704 3s-9p ’S-?p, 0.156 0.139
Lil 6589 3s-10p ’S-’P, 0.249 0.215

In addition to trend analysis, the obtained Stark width dependences on
the upper level ionization potential can be used for prediction of Stark widths
data for the lines of interest in astrophysics as well as in atomic physic, not
investigated until now. Stark widths data for 6 predicted lines missing so far
from 2 spectral series studied here are predicted and given in Table 1.

Table 2. Stark width dependence on electron concentration (w =f(N.)) for 2p-6d
transition at T = 10000K.

N (cm™) 10" 10" 10" 10" 10"
o(A) 2.4510° 242107 2.21-10™ 1.81-10° 1.28:10'
4. CONCLUSION

This work successfully proves the existence of the functional Stark widths
dependences on the upper level ionization potential for the lines originating
from the same series. These dependences were obtained and found to be of the
form given by equation 1. It was confirmed that temperature dependence agree
with equation 2 and found a deflection from linear dependence on electron
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density as shown in Table 2. Electron and proton impact contribution to Stark
broadening have the same type of behaviour, but the proton contribution is
significantly smaller. These results can also be used to evaluate the results of
Stark broadening data that is already measured or calculated, although the main
intention of authors is to obtain new data that is of interest in astrophysical
calculations. High values for coefficients of determination suggest a good match
between data and proposed models, thus enabling to predict widths of higher
transitions with great confidence. Finally, the effect of series data merging with
temperature increasing was found. These two series merge to common Stark
widths dependences on the upper level ionization potential because of the same
upper level and the fact that Stark broadening is dependent on upper level
parameters.
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Abstract. The transient regimes including relaxation kinetics in argon afterglow
and establishment of glow discharge in argon at low pressure are studied. The
formative time delay 7, as a function of relative overvoltage AU /U, (U, is the

static breakdown voltage) is determined by the breakdown time delay 7,

measurements at different interelectrode distances . Experimental data are
modelled on the basis of an analytical model with spatio-temporal avalanche
development, taking into account the electron ionization coefficient & decreased
due to radial diffusion loss of electrons. Also, the relaxation kinetics in argon
afterglow is studied and the diffusion coefficient of argon ions is determined.

1. INTRODUCTION

Argon is a constituent of the atmosphere and has many applications in
different areas of science and technology: for surface sputtering and plasma
processing [1], lamps and lighting [2], gas filled switches [3], particle and
radiation detectors [4], lasers, plasma display panels, etc. On the other side, the
breakdown time delay is relevant to some other applications, such as spark
counters, ECR ion sources and micro-discharges.

Electrical breakdown in argon at low pressure was studied by the
breakdown time delay measurements, applying rectangular (step) [5] and linearly
rising (ramp) pulses [6]. Relaxation kinetics in argon afterglow at low pressure

was studied by measuring a memory curve tq(7) from very short relaxation

times 7 in afterglow up to the saturation level determined by cosmic rays and
natural radioactivity. Memory effect in argon was explained by charged particle
decay to about 100ms and from that time to the saturation level by the surface

recombination of nitrogen atoms present as impurities [5]. These conclusions
were confirmed by measurements of dynamic breakdown voltages [6].
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Electrical breakdown in argon at low pressure was studied by ICCD
imaging of the repetitive, pulsed regime in parabolic electrode geometry [7].
Also, ICCD recordings of space-time development in argon with current and
voltage measurements were performed in [8]. Discharge regimes include low
current Townsend discharge, oscillations and constrictions of discharge, as well
as a high current diffuse glow discharge. The space time resolved structures of
the discharge show formation of different regimes of low pressure argon
discharge [8].

This paper is continuation of the earlier studies [5,6], and the formative
time delay of argon discharge at low pressure is now measured as a function of
relative overvoltage and under different interelectrode distances. The formative
time is determined as described in [9], and modelled on the basis of an
approximate analytical model with Townsend spatio-temporal avalanche
development [10].

2. EXPERIMENTAL DETAILS

The measurements were carried out on a gas tube made of borosilicate

glass with volume of V ~60cm?

and the plane-parallel cylindrical copper
cathode with radius R=11mm and variable interelectrode distances
d =10,15,20 mm . The tube was filled with research purity argon at the pressure
of 2mbar (Matheson Co. with a nitrogen impurity below 1ppm ). The static
breakdown voltages were U, =218,240,2621 , respectively. The time delay
measurements were carried out at glow current /, =130 x4, glow time 7, =1,
afterglow period 7 =43ms and at different relative overvoltages AU /U, . More
details about the experimental procedure can be found in [9,10].

7 =1
N . J

Figure 1. Gas tube with plane-parallel electrode system and variable gap o .

3. RESULTS AND DISCUSSION

The formative time delays were determined as described in [9], giving
the approximately same values for the formative time delay. Its voltage
dependence is fitted on the basis of approximate analytical model with spatio-
temporal avalanche development [10], giving the formative time delay in the
form:

_a

; L+ (g =i/ iy)
I ~

q

]ln (D
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where i, is the initial electron current, g =7 %[exp (dd)—1] multiplication
a

factor of electron avalanche with radial diffusion loss of electrons, #, = d/w, ion

drift time from anode to cathode and w; ion drift velocity of A4r* ions. The

electron ionization coefficient decreased due to radial diffusion loss of electrons
is expressed by [11]:

a=a—(D,/w,)2.4/R)? ()
where D, is the transverse electron diffusion coefficient, w, =, E is the

electron drift velocity and x4, electron mobility. Electron ionization coefficient
a/N(E/N) is taken from [12], where reduced electric field is expressed in

Townsends (17d =107"7 Vem?). Also, data for the drift velocity w, of Ar* are
taken from [12], while

D,/ i, =424+0.005E/N) [V] 3)

is our fit based on experimental data from [13] in the interval 260 -8707d .

5
1079

e ---- d-10mm

104- o, d=15mm

g *, —— d=20mm
=3
710’3
2
1073

0 20 40 60 80 100
AU, [ % |
Figure 2. Formative time delays (e, O, *) and the corresponding line fits.

The best fit of experimental data for the formative time delays as a
function of relative overvoltages is shown in Fig. 2 by lines and is obtained for

the following values of fitting parameters i/iy = 3x10°, 1x10*, 1x10° and
7 =7,=0.0072, 0.0077, 0.0092, respectively. The values for the secondary
electron yields 7, are calculated from breakdown condition with radial diffusion
loss of electrons (finite R) [11] od =In(l+ o /ay), which reduces to one-
dimensional Townsend breakdown condition ad =In(1+1/y), when @ — «,
¥ — y and radial diffusion loss of electrons can be neglected (infinite R).
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Figure 3. Diffusion coefficients D of molecular argon ions in afterglow.
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Abstract. In this paper the stochastics of electrical breakdowns in synthetic air
at low pressures are studied. Statistical analyses of measured electrical
breakdown time delays are carried out and experimental data are fitted by
Gaussian, Gauss-exponential and exponential distributions. For the sake of
comparison the electrical breakdown time delay data are also described by two-
parameter Weibull distribution.

1. INTRODUCTION

The new distributions of the statistical time delay of electrical
breakdown in nitrogen were reported in paper [1]. The Gaussian, Gauss-
exponential and exponential distributions of statistical time delay have been
obtained on the basis of measurements on a gas tube with a plane-parallel
electrode system made of copper. The distributions of the statistical time delay
were theoretically founded on binomial distribution for the occurrence of
initiating electrons in interelectrode space and described by using simple
analytical and numerical models. It was shown that the shapes of statistical time
delay distributions depend on the electron yield in the interelectrode space
originating from residual states and that distribution changes from exponential
and Gauss-exponential to Gaussian due to the influence of residual ionization
[1]. The same results were confirmed in neon. It was shown that the formative
(t;) and statistical time (7,) delays are dependent variables for 7; <7, and

their correlations were estimated. The linear correlation coefficient is p~1 at
high electron yields (rates of electron production) and p=0 at low electron
yields [2].

In this paper the electrical breakdown time delays in synthetic air at
low pressure with steel electrodes are studied. Experimental data are fitted by
analytical expression of Gaussian, Gauss-exponential and exponential
distributions. Also, the electrical breakdown time delays are presented on the
Weibull plot for the sake of comparison.
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2. EXPERIMENTAL DETAILS

The measurements are conducted on a gas tube filled with synthetic air
at the pressure of 3 mbar . The tube is made of molybdenum glass. The

electrodes are made of steel with diameter D=6mm, with mildly rounded

edges and with a variable interelectrode distance. Synthetic air used in the
experiment is a mixture of (21-23) % vol. oxygen with less than 3.5ppm of

impurities and remaining percentage of nitrogen with less than 5ppm of
impurities. Gas tube was pumped down to the pressure of 10~ mbar , degassed
at 650K and then filled with synthetic air to the pressure of 3 mbar .

The measurements were conducted in 5 series, with 100 data acquired
in single series at different preionization levels (relaxation times 7). Static
breakdown voltage was U, =360} . Time delay measurements were conducted

on 25% overvoltage, at glow current /, =300 41, glow time 7, =1s and

with interelectrode distance d = 6 mm . During the time delay measurements,

the tube was protected from external light. More details about experimental
procedure can be found in [1, 2].

3. RESULTS AND DISCUSSION

Obtained experimental distributions of statistical time delay are
presented in this paper. With the decrease of preionization level (increasing of
relaxation time), the shape of distributions changes from Gaussian for 7 =1ms,
Gauss-exponential for 7=2ms to exponential distribution for 7= 35ms. This

distributions are fitted by analytical expression of Gauss, Gauss-exponential and
exponential distribution.

fit)
¥+

U] 1 2 4 5 6

Figure 1. Gaussian density distribution of statistical time delay at 7 =1ms
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The analytical expression of Gaussian density distribution used for
fitting the statistical time delay at relaxation time 7 =1ms (Fig 1) is:

L=t |
Jo(ty) \/Eog exp 20; (1

with fitting parameters ;.yg =208 us and o, =0.66us .
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Figure 2. Gauss-exponential density distribution of the statistical time delay at
T=2ms

The analytical expression of Gauss-exponential density distribution used for
fitting the statistical time delay at relaxation time 7 =2ms (Fig. 2) is:

2 2
/ . —1s - .
fGE(l,y):ag/( ZﬂGg)CXp (ézTg) +a,/tse CXp(——;“j (2)
&g se

and fitting parameters are ;Sg =33 us,0, =1.785us, ts =145 J7o
a, =0.789 and a. =0.211.
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Figure 3. Exponential density distribution of statistical time delay at 7 = 5ms

The analytical expression of exponential density distribution used for fitting the
statistical time delay at relaxation time 7 =5ms (Fig. 3) is:
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FG) =171, expl-1, /1,) (3)

with fitting parameter Z =34.6 us .

Weibull distribution is widely applied for describing time delay of
electrical breakdown. The two-parameter Weibull distribution, given by
Equation (4), is now applied to the time delay data:

£ = Imye expl-r 1) @)

where « is the shape parameter and 7 is the scale parameter of the

distribution. In order to test the applicability of the Weibull distribution to the
experimental data, time delay measurements are presented in the Weibull plot
(figure 4). If the experimental data follow the Weibull distribution, linear
dependence is expected on a Weibull plot. As can be seen in Fig. 4, this
distribution can approximately describe experimental data, but distribution

parameters do not have a physical meaning, as previously shown in the case of
neon [3].
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Figure 4. Weibull plot of statistical time delays of electrical breakdown for
7=1ms (squares), 7 =2ms (circles)and 7 =35ms (triangles)
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Abstract: Stark parameters published data are used to demonstrate the
existence of various regularities within similar spectra of different elements and
their ionization stages. The emphasis is on the Stark parameter dependence on
the upper level ionization potential and on the rest core charge of the emitter for
the lines from transition arrays of multiply charged ions. The found relations
connecting Stark widths and shift parameters with upper level ionization
potential, rest core charge and electron temperature were used for Stark
broadening data prediction, thus avoiding much more complicated procedures.

1. INTRODUCTION

The aim of this paper is to analyze functional dependence of Stark parameters of
spectral lines (FWHM) on the upper level ionization potential of the
corresponding transition within 3p-4s and 3p-5s spectral arrays of the following
ions: Be I, Li I, AL TIL, Si I, STV, NV, O V, O VI, S VI, FVI and FVII, taken
from [1-8]. This work is in continuation with recently published papers devoted
to the checking of Stark widths dependences on the upper level ionization
potential within spectral arrays of the ions of different ionization stages [9] and
references therein; and within spectral series of neutral helium, magnesium,
beryllium and calcium. See reference [10-13]. The emphasis is on the Stark
parameter dependence on the upper level ionization potential and on the rest core
charge of the emitter for the lines from transition arrays of multiply charged ions.
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2. THEORY

Theoretically derived functional relations for line width and shift,
successfully fitted to a number of spectral lines as shown in a series of articles

[14-16], are of the form:
o,d = Nefl,z (T)al,zzf-]vzliblyz ey

where ® and d are the line width and shift, f;,(7) is function of electron
temperature for the Stark width and shift, respectively, y is the corresponding
upper state ionization potential, a;, and b, are coefficients independent on the
electron density and ionization potential for particular transition, and Z, is the
rest core charge of the emitter, as seen by the electron undergoing transition.

However, Stark parameters dependence on the electron temperature is
different from line to line for all spectra. Therefore, the correction to the
temperature dependence has to be done with great care for all data used, in
particular case of the verification of certain type of mentioned dependencies and
regularities. For instance, instead of the commonly adopted temperature
dependence of T 12 for widths of ion lines, one has to use, from line to line
[14,16], the whole spectrum of functions of the form:

f(I)=A+BT™* @)
One can determine empirically, from experiment or more sophisticated

calculations, averaged empirical values for A=aNf{T) and b. A general form of
that dependence in the case of the particular transition array is

W*D¥=w,d/z =ay” 3)

where W* D* is the line width/shift in angular frequency units; y is the
corresponding upper level ionization potential expressed in e} z is the rest core
charge of the emitter as seen by the electron undergoing the transition. The
coefficients a, b and ¢ are independent of the ionization potential (for particular
electron temperature and density) for a given transition. Even more, it has been
found that coefficient c is constant approximately equal 5.20 in majority of the
cases. The Stark parameter dependence on the electron density is well
established, and in the case of nonhydrogenic emitters is linear.

3. RESULTS AND DISCUSSION

A comprehensive set of Stark broadening data of the investigated ions
has been used here to demonstrate the existence of Stark width data regularities
within a group of spectral lines originating from 3p-4s and 3p-5s transition
arrays. The procedure for Stark broadening data predictions were described
elsewhere [14-16].

262



26th Summer School and International Symposium on the Physics of Ionized Gases

V| | e o g e e

SCEE L @W%%w%ﬁﬁi
P Ay e I S
E%Eﬁ@%%%ﬁ1M@%mm * = s
S B it e ahyi b e F
P2 EHESERBE 0 CooTWmO7 T TN
PLOE B Irgy x"*ﬂMﬁ i
IS = . 8 W E B Y e

" for Jo— P e g

lall

P L. AR

17 ¢ =i 8 8 = b B (= E S R

PRI EREIERY AT

IR ANE RETH I R T Ly

0,01 01y 1 0l 1
¥ £

lall ey
leli
@ =9 % = @3 &

’Qm@$m@a
P iwﬁ;

le7 i

R 007
X

Figure 1. Reduced Stark widths W*(rad-s™) (a and b) and reduced Stark shift (c
and d) vs. inverse value of the upper level ionization potential y (eV) for 3p-4s
(a and ¢) and 3p-5s (b and d) transition arrays, respectively; square for
calculated width and line for trend.

It has been verified [14-16] that the Esq. (3) is appropriate for all
investigated transitions in all groups of the ions, above mentioned, at different
temperatures and electron densities. Namely, for Stark width, it was found that
the best fit can be obtained if A7) is taken as given by Eq. (2) instead of 772
Due to the lack of Stark shift data at different temperatures the best fit of the
form f(T)=T"7 was used.

In this paper we used the theoretical results to find the systematic
trends for reduced Stark widths W* and Stark shift D* on the inverse value of
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upper level ionization potential ¢ within similar spectra of the multiply charged
ion and we are presented in Figure 1.
In table 1. we presented appropriate coefficients a and b.

Table 1. Values of coefficients ay»_b w+(from eq.3 for Stark width) and
ap+ and bp« (from eq.3 for Stark shift)

transition a b s a pr b+
3p-4s 7,72x10" 3,75 1,47x10" 3,82
3p-3s 2,33x10" 3,58 5,48x10" 3,58

The corresponding correlation's factor for all the charts was almost
equal to unity. Therefore, they can be used to estimate the needed Stark widths
and shifts for the spectral lines not investigated so far.

All data correspond to an electron density N, = 10” m™ and for
different temperatures being normalized using equation (2) at 7= 10" K.

This work successfully proves the existence of the regularities for 3p-
ns (n=4,5) transition arrays.
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Abstract. Electron transport coefficients for electron swarms in isobutane,
C,H,F, and their mixtures are calculated using a Monte Carlo simulation
technique and a multi term solution of non-conservative Boltzmann equation.
Values of drift velocity and rate coefficients are reported here. Results can be
used as input parameters for simulation-aided design and optimization of
Resistive Plate Chambers.

1. INTRODUCTION

Introduced in 1980s, Resistive Plate Chambers (RPCs) [1,2] quickly
became a widely used gaseous particle detector in high energy physics
experiments mainly because of their simple construction, good rate capability,
and timing resolution. They can also have a benefit of high position resolution
which makes them a good alternative to scintillator and solid state detectors used
in medical imaging applications [3].

Since their introduction, several gas mixtures have been proposed and
tested with the goal of achieving optimum performance characteristics such as
efficiency and timing. Isobutane (iC4H,¢) and Freon 134a (C,H,F,) are the most
frequently used gases in RPCs. They have good quenching and streamer
suppression properties. The mixture of C,H,F; and isobutane, with a small
addition of SFg is usually used in RPCs at the CMS, LHCb and ALICE
experiments.

During last 15 years, several numerical simulations of RPC’s operation
have been performed [4-7]. They have been meant to give an insight into the
underlying physical phenomena (by comparison with experimental
measurements) and to be used as a tool for detector design and optimization.
Electron swarm properties including the drift velocity, diffusion tensor, and
ionization and attachment coefficients were input parameters in these
simulations.

In this work, as a first step in our ongoing investigation on RPCs we
present electron transport coefficients in isobutane, C,H,F4 and in their mixtures
as a function of reduced electric field strength E/N. Results are obtained using a
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Monte Carlo simulation technique and multi term Boltzmann equation analysis.
Our results are compared with experimental data when possible and with those
obtained by the MAGBOLTZ simulation program [8].

2. METHODS

In this work we apply Monte Carlo simulation technique and multi
term solution of non-conservative Boltzmann equation. Computer codes behind
of these methods are verified for a number of benchmarks [9,10]. In the present
Monte Carlo code we follow a large number of electrons (typically 10*-10°)
over small time steps. The electron swarm is assumed to develop in an infinite
gas under uniform fields. All calculations are performed for zero gas
temperature. It is assumed that all electron scattering is isotropic. After
relaxation to a steady-state, all transport properties are averaged over the time in
order to obtain better statistics. The reader is referred to a recent review [10] for
a detailed discussion of the multi term Boltzmann equation solution technique.

For comparison, electron transport coefficients are calculated by the
MAGBOLTZ [8], a Monte Carlo simulation tool which is well known in
gaseous particle detector community. MAGBOLTZ uses its own cross section
database which is imbedded in the code. For calculations made by our codes,
we have employed MAGBOLTZ’s set of cross sections for isobutane as no
other cross section sets for isobutane exist [11]. For C,H,F,, however, we have
used a cross section set recently developed by our group [12].

3. RESULTS AND DISCUSSION

In this work we consider the electric field strength range:1-1000 Td (1
Td = 10*' Vm?®). Typical RPC operating field strengths are between 200 and
500 Td. The gas number density is 3.54x10** m> which corresponds to the
pressure of 1 Torr at 273 K. Here, we present only those results which could be
directly compared to experimental data obtained in a narrow E/N range, usually
using RPC-like configuration for measurement.

Figure 1 (left) shows our Monte Carlo results for the ionization
coefficient in isobutane. Our results are compared with the MAGBOLTZ
calculations and experimental data. We see that our results mostly agree with
those from MAGBOLTZ except for higher and/or lower electric fields.
Experimental data from Nakhostin ef al. [13] for higher electric fields fit quite
well with our calculations while those from Lima et al. [14] for lower electric
fields are closer to MAGBOLTZ s predictions.
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Figure 1. Variations of the first Townsend ionization coefficient ( left) and drift
velocity (right) with £/N in isobutane.

In Figure 1 (right) we show the variation of the drift velocity with £E/N
in isobutane. Our results are compared with those obtained by the MAGBOLTZ
and with the experimental data taken from Fonte ef al. [11]. For E/N between 1
and 225 Td, calculations performed by our Monte Carlo code show no
differences between the flux and bulk drift velocity components. Our results
agree quite well with those obtained from MAGBOLTZ, except between 150
and 200 Td. On the other hand, the experimental data for higher field strengths
do not fit well to numerical calculations. Reported systematic errors in this
range are about 10% which questions the quality of the experimental technique.

In Figure 2 we display the drift velocity in C,H,F,-isobutane mixture
(90-10%) as a function of E/N. Calculations are performed by a multi term
theory for solving Boltzmann's equation and compared with those obtained by
the MAGBOLTZ and with measurements by Colucci et al. [15]. It is evident
that our results strongly disagree with those from MAGBOLTZ. This can be
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Figure 2. Variation of the drift velocity with E/N in C,H,F,-isobutane gas
mixture (90-10%).
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attributed to different cross sections used for C,H,F,. We see that the
measurements do not fit well to either our or MAGBOLTZ results.

From this work we see that discrepancies between the measured swarm
parameters and those calculated using the independently assessed cross section
sets may be due to several causes: (1) uncertainties in the cross sections; (2)
uncertainties in the measured swarm parameters; and (3) due to the effects of
collisions between electrons and excited molecules. Much remains to be done in
order to improve the existing sets of cross sections for gases of interest for
RPCs.
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Abstract. Dynamic optogalvanic signals from Fe positive ions in Kr/Fe hollow
cathode discharge are experimentally registered. Peculiarities in amplitude and
time shapes dependences on discharge current and their correlation with the
voltage-current characteristic of the lamp are shown. The resonant signals from
Kr atoms and non-resonant signals are also presented.

1. INTRODUCTION

The optogalvanic signal arises whenever the discharge is illuminated by
laser light whose frequency is resonant with some spectral transition of atoms
molecules or ions present in the plasma. The absorbed (typically laser) light,
perturbs the effective ionization balance or mobility of the particles in the
plasma. This signal is detected as an impedance variation in the electric
discharge. In this way, being directly operated by electrical signals rather than
the optical ones, the optogalvanic spectroscopy turns out to be simpler in
comparison with several other spectroscopic techniques [1]. The dynamic
optogalvanic signal (DOGS), representing plasma reaction after a short (ns) laser
pulse absorption, is significantly more informative than the stationary signal
because the former is characterized not only by its amplitude and sign but also
by its time dependency shape and peculiarities. The optogalvanic technique has
been widely used for frequency stabilization, wavelength calibration, atomic and
molecular spectroscopy [2], isotopic analysis [3], plasma diagnosis [4], and the
Penning ionization effect [5].

The hollow cathode discharge proves to be very favorable plasma
source in plasma spectroscopy due to the wide spread utilization of the
commercial hollow cathode lamps. One of the most attractive features of the
hollow cathode discharge is its ability to atomize the substance on the cathode
walls predominantly through a sputtering by the working gas ions. By this way
the hollow cathode lamps are perfect optogalvanic detectors due to their rich and
stable spectra, which include the emitted spectral lines of both working gas and
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sputtering atoms of the cathode materials. Most of the investigations deal with
optogalvanic effect from atomic and molecular transitions. There are only few
data for optogalvanic signals from positive ions and most authors do not discuss
the optogalvanic effect origin. Any data about dynamic optogalvanic signals
from ions of a sputtered material it is not found in literature.

2. EXPERIMENTAL RESULTS

In this work a DOGSs from Kr atoms, Fe ions and non-resonant
signals are registered as a function of discharge current in Fe/Kr hollow cathode
discharge.

The Iron/ Krypton fill hollow cathode lamp made by Photron Pty. Ltd.
(model. P826K) was used in experiment. The hollow cathode lamps are
illuminated by a pulse (Sns width,, 10Hz frequency, 3mJ energy) dye laser
(Sopra LCR1 pumped by Nd:YAG laser). The incident laser beam passes on the
cathode axes and illuminates both the hollow cathode plasma and the cathode
bottom. The optogalvanic signals are measured using a two-channel digital real-
time oscilloscope (Le Croy 9361) and processed by a computer.

Three types DOGS are registered as a function of discharge current:

- from Kr atoms, corresponding to 439.9nm optical transition,

- Non-resonant optogalvanic signals, recorded at laser wavelengths far
enough from the Kr and Fe optical transitions.

- from Fe positive ions, corresponding to 220.8nm optical transition.

0,005 -

50 ps/div

Figure 1. DOGS from Kr atoms, Figure 2. Non resonant optogalvanic
corresponding to 439.9 nm optical signals as a function of discharge
transition current

It is seen in Fig. 1 and Fig. 2 that the amplitudes for both type of
DOGS increase at growing values of i, but their widths decrease. Saturation at
SmA for optogalvanic signals from Kr atoms and at 9mA for non resonant
signals is observed in these uniform dependencies. The time-resolved non-
resonant background signals exhibited the same shape and time behaviour as the
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resonant ones, however, with a one order lower magnitude. The formation of
the resonant optogalvanic signal is due to the increased population of the upper
levels as a result of laser illumination, which can be much easily ionized than
the origin levels. By this way first positive part of the signal is formatted. The
next part of the DOGS reveals the relaxation behaviour of the disturbed atomic
level and electrical plasma properties. The reason for arising of non-resonant
signals is consider being direct photoionization from the highest levels since the
atoms lying on them are very easily ionised even by absorption of excited laser
light with small energy [6]. Contribution of the photoeffect from the cathode
bottom material is also possible for non-resonant DOGSs formation [7].

Maximal litude of Ivanic signal
250 - L e
0,020 from Fe+ ions
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Figure 3. DOGS from Fe' ions,
corresponding to Fe II 220.8nm
optical transition

Figure 4. V-I characteristic of Kr/Fe
hollow cathode discharge

Different dependences of Fe Il optogalvanic signal (Fig. 3) compared
to signals from Kr atoms are observed. First increasing the discharge current
from 3mA to SmA causes the DOGS amplitude to increase. Further increasing
of the current dramatically decreases the amplitude following the amplitude
increasing again.The V-I dependence (Fig. 4) of a discharge shows two
different regions: one with a steep slope at low current and the other one, with a
smaller slope at higher current. It was found that the average amount of
excitation per electron emitted by the cathode was maximal value at the V(I)
points corresponding to the transition region, which suggests the optimal
discharge conditions for the occurrence of the hollow cathode effect [8]. In this
area an optogalvanic signal from Fe" ions change the tendency from increase to
reduction. Correlation of DOGS amplitude behavior and V-1 dependence of a
hollow cathode discharge demonstrate high sensitivity of such kind of signals to
electrical characteristics of the discharge. Possible explanation for optogalvanic
formation is a change in electron-ion recombination rate in negative glow and
charge-exchange rate in dark space. Change in ion-electron emission from
cathode walls is also possible [9]. Non resonant component in the signal can not
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be excluded because of high energy of the illuminating photons. For
quantitative explanation a measurement of radial distribution of the amplitude
and shape of the signal together with numerical modeling is necessarily.

3. CONCLUSSION

In the present work we are offering for the first time dynamic
optogalvanic signals arising from positive ions of sputtered material. They are
compared with experimental results for optogalvanic signals from atoms, and
non-resonant signals registered in Kr/Fe hollow cathode lamp. Difference in its
shape and amplitude dependency together with V-1 characteristic of the
discharge is shown. Due to the markedly different dependences of Fe' signal
compared to neutral Kr and non-resonant optogalvanic signal it was possible to
effectively separate ionic from neutral optogalvanic spectra. This proved to be a
powerful advantage in studying the fundamental aspects of the sputtering, such
as the spatial distribution of the sputtered particles, their transport and
interaction with the other plasma species.
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Abstract. In this paper we present the Volt-Ampere ( V-/) characteristics of a DC
discharge in water vapor at 0.6 Torrcm (at the minimum of the Paschen curve)
and corresponding emission profiles. Measurements were performed for different
electrode gaps (from 0.5 to 3.1 ¢cm). V-I characteristics are compared by using
standard scaling parameter j/p* { - current density; p- pressure). Some of the
issues in proper determination of parameter are discussed. For the gap d =
0.5 cm, a case of coexistence of two discharge channels is presented.

1. INTRODUCTION

Today, many investigations are focused on discharges in liquids (water
or some electrolyte), discharges in heterogeneous water-air bubble systems [1]
and to atmospheric discharges which operate in ambient air. Many possible
applications for treatment of materials, biomedical applications of plasmas [2]
and mercury-free sources of lighting [3] are reason for such interest. These
discharges operate either in a gas mixture that contains a significant percentage
of water vapor or inside vapor bubbles in liquids. It is thus important to know
fundamental processes and parameters for pure water vapor discharge ignited in
simple geometry. Our goal is to investigate non-equilibrium parallel-plate DC
discharge in water vapor with different parameters and obtain a reference set of
data (ionization coefficients, secondary electron yield, breakdown voltages) that
can be used in modeling of gaseous dielectrics, breakdown, gas discharges and
collisional plasmas.

Measurements of breakdown voltages and spatial profiles of DC
discharges in water vapor were presented in our earlier paper [4]. Here we
present measurements of V-/ characteristics, which are necessary for a complete
analysis of secondary electron production in addition to breakdown data [5].

273



26th Summer School and International Symposium on the Physics of Ionized Gases

2. EXPERIMENTAL SET-UP

Discharge chamber consists of two parallel-plate electrodes 5.4 cm in
diameter, placed inside a tightly fitting quartz tube. Electrodes separation is
adjustable. The cathode is made of copper and the anode is a transparent with a
conductive film of platinum deposited on a quartz window. Chamber
construction allows us recording of axial and radial profiles of emission.
Profiles are recorded by sensitive ICCD camera (Andor IStar DH720-18U-03).
Details of the measurement technique are described in [4].

Water vapor, obtained from bi-distilled de-ionized water, is introduced
into the discharge chamber from a container through a pressure regulative valve
at a slow flow rate. When initial period of boiling is completed, the water in the
container become devoid of dissolved oxygen and volatile constituents. In order
to saturate the chamber walls, water vapor is maintained at a moderate pressure
in the chamber for periods of 1-2 h [4].

3. RESULTS AND DISCUSSION

In figure 1 we show discharge voltage as a function of the reduced
current density (j/p°), for electrode gaps from 0.5 cm to 3.1 cm, at pd =
0.6 Torrcm (at the minimum of the Paschen curve [4]). Voltage is presented as
the difference between discharge voltage and breakdown voltage (4V= V- 1),
as the breakdown voltage may vary from day to day measurements. At low
currents (Townsend regime), the agreement between F-I characteristics at
different gaps is good. In normal and abnormal glow discharge, voltages are
higher at larger gaps. This is consistent with increased diffusion loses and edge
effects at larger gap/diameter ratios and lower pressures [6].
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Figure 1. V-I characteristics at pd=0.6 Torrcm for four electrode gaps. Voltage
is shown as a difference between discharge (V) and breakdown (73,) voltage.
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One has to be aware of some important issues in determination of the
scaling parameter j/p°. First, when calculating current density from discharge
current it is essential to use effective discharge diameter instead of the electrode
diameter [7]. We usually determine effective discharge diameter from end-on
images of the discharge, recorded by ICCD camera through the transparent
anode. However, in measurements presented here, at lower pressures we were
not able to record radial (end-on) profiles due to low emission intensities under
those conditions and due to limited transparency of the anode. Therefore, we
extracted radial profiles of emission from side-on recordings by separating the
intensity along the radius of the discharge chamber at the position of the peak of
emission. Since in cylindrical geometry, each pixel of the image corresponds to
a different volume, depending on the distance from the chamber axis, it was
necessary to perform Abel inversion.

Another issue that can be important in determination of j/p* parameter
comes from the fact that, even at the same pd, discharge tends to be more
constricted at higher pressures [8]. Constriction is rarely formed at the center of
the discharge volume [9]; at certain conditions it can move across the surface
[10]; we have even observed the coexistence of double constricted discharge
channels. In such cases, estimation of the effective diameter of the discharge is
very difficult. There are many possible causes for this kind of complex behavior
— if electrodes are not ideally parallel, or if the cathode surface is not
homogeneous, if there are high local fields due to roughness of the surface or
around the edges etc. The constricted discharge channel will always adjust its
position to reach optimal, the most efficient, discharge conditions.

Fig. 2 shows double channels of the discharge that were observed in
Townsend and normal glow regime. Axial profiles of emission (at d=0.5 cm)
along the channels and corresponding 2D images of discharge are presented.
The emission intensity of the secondary channel is lower, but similarity of the
profiles proves that channels operate in the same regime. In order to make
comparison of profiles, maximum intensities of secondary channels are
normalized to the maximum intensity of corresponding main channels. It is
interesting to note that profiles for different currents are normalized by the same
factor, which means that relative intensities in dual channels are preserved in
different regimes of the discharge. The coexistence of two channels in the
discharge could be related to a small diffusion length at higher pressures and
large electrode diameter (compared to the gap), where constrictions can operate
independently [8,9].

In the case presented here, effective discharge diameter can be
estimated as a sum of diameters of the two channels. However, it is difficult to
claim that such estimation is realistic, as distribution of the electric field along
the channels may not be the same.
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Figure 2. Profiles of emission along the constricted channels (a), indicated by
solid white lines at corresponding 2D images (b, c¢) in Townsend regime of the
discharge (3 pA) and in normal glow (530 pA).
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Abstract. The hydrogen and argon atoms exposed to a linearly polarized
laser fields are studied by using the non-perturbative non-Hermitian Flo-
quet theory. The electronic densities of quasi-energy ground states versus
electron coordinate are analyzed. We conclude that the decay of an atom
in a low intensity non-resonant laser field occurs from the very tail of the
ground state. For a higher intensity, the ionization proceeds by the mecha-
nism of interchange of the character of the ground state with a radiatively
coupled excited state(s). The process of electron emission is governed by the
excited-bound-state-part of the resonance wave function. With the increase
of intensity the electron is ionized at smaller distances from the nucleus.

1. THEORY

Let us consider an atom in a laser field which we treat as a classi-
cal monochromatic wave of constant intensity, spatially homogeneous and
linearly polarized, with vector potential given by

A(t) = ReAge ™", (1)

A free electron oscillates in the field with a displacement about its equilib-
rium position equal to d(t) = —(e/mecw)A(t), and the cycle-averaged kinetic
energy of a free electron that has zero drift velocity is the ponderomotive
energy U, = F?/(4w?).

The dressed states of the atom are described by solutions of the
Schrédinger equation of the form [1]

\I/(t) _ e—iEt/h Ze_iNUJt}-N- (2)
N

The index N characterizes the net number of real or virtual photons ab-
sorbed by the atom. In the velocity gauge, the (time-independent) harmonic
components Fy satisfy the following system of coupled equations

(E+ Nhw — Ha)Fn = Ve Fn_1 + V_Fny1, (3)

277



26th Summer School and International Symposium on the Physics of Ionized Gases

where H,; is the Hamiltonian of the field-free atom, and the interaction of
the atom with the external field is given by (the atomic units will be used
throughout)

V(t) = —A(t) - p. (4)

In Floquet Egs. (3), V(t) is separated into two parts, V(t) = Ve ™! +
V_e™t corresponding to the absorption or the emission of a single photon.
Note that the term in A? is omitted from V' (¢); in the dipole approximation,
this term does not depend on position and can be removed by a simple gauge
transformation.

The solutions describing dressed bound states decaying by multi-
photon ionization are obtained in the position space by imposing the Siegert
boundary conditions on the harmonic components. We solve the Floquet
equations (3), by expanding the harmonic components on a discrete ba-
sis of spherical harmonics and of complex Sturmian functions The complex
parameter x of the Sturmian basis is chosen in the first quadrant in the
complex k plane. This choice provides an analytic continuation of the ma-
trix eigenvalue equation (3), beyond the real energy axis onto the second
sheet of the complex energy plane. The resonance energy is obtained as
one of the complex eigenvalues of the analytically continued matrix eigen-
value equation. The complex quasienergy of an atomic level i is given by,
E, = E, + A; —il';/2, where E, is the field-free energy, A; is a.c. Stark
shift of the level which tends to zero when the field tends to zero, while I';
is the induced energy width. ['; is the total ionization rate from level i. The
system of equations is solved numerically by inverse iteration method, or by
Arnoldi iterations which permits to find a number of closely-spaced energy
levels [2].

The temporal dependence of electronic density of quasi-energy ini-
tial state versus electron coordinate is given by

|T(r,0,t)|% = 2Pl x

{ Re [Z Sle(r)Y}g(Q)cﬁ cos(Nwt)|? +
Nnl

re( 3" 2y @)cl sin(Net) ). (5)
Nnl

We have calculated the electronic density along the direction parallel to the
field polarization. The variation of this quantity during an optical cycle for
a flat part of a long laser pulse of various intensity has been investigated.

2.Electronic Density
We show in figure 1 the electronic density in the forward direction

for H atom embedded in a laser field of 121.5 nm wavelength and the inten-
sity of 10 W/cm?, which matches the ground state H(1s) into one-photon
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Figure 1: The electronic density in the forward direction |¥(r,8 = 0,t)|? for
H atom embedded in a laser field of 121.5 nm wavelength and for intensity
of 109 W /cm?, which matches the ground H(1s) state into one-photon res-

onance with H(2p) state. —, full curve: the density at the beginning of an
optical cycle; — —, broken curve: the density at a half of an optical cycle;
- - -, short-dashed curve: density of the field-free H(1s) state; ... , dotted

curve: density od the field-free H(2p) state.

resonance with the H(2p) state. At the beginning of an optical period, the
laser-assisted density for small radius » < 1 a.u., is almost the same as for
the unperturbed 1s state, for larger radius it acquires the character of the
unperturbed 2p state, and for r > 25 a.u., the density shows regular oscilla-
tory behavior corresponding to the free electron wave function. This shows
that the electron is ionized from the tail of the H(2p) state. For a half of
an optical cycle, there is a broad minimum in electronic density at around
r =2 a.u., (where the 1s and 2p0 wave functions have the same values in
the forward direction) which is a consequence of destructive interference in
the Floquet wave function.

As an example of the ground state probability density in strong
laser fields, we show in figure 2 the electronic density |¥(r,0 = 0,t = 0)|?,
for a resonant intermediate intensity I; = 6.32 X 1013 W / cm?, which corre-
sponds to the most pronounced peak between the 11-th and 12-th ionization
thresholds, and for the intensity I = 9.97 x 10'® W/cm? | with no distin-
guished resonant enhancement. The electronic density for the intensity I; is
the same as for the field-free ground state up to a value of radius » < 6 a.u.,
where it begins to take on the character of a dressed not very excited state
(the dominant character is of the 6f non-perturbed state) due to the multi-
photon coupling between the states. For » > 80 a.u., the electronic density
shows regular oscillatory behavior. Qualitative behavior of the electronic
density for the intensity I is similar, but the ground state interchanges the
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Figure 2: The Floquet probability density for the electron ejected in the
forward direction at the beginning of an optical cycle. The wavelength of
the field is 800nm and the intensity I; = 6.32 x 10* W /cm? ( -- , broken
curve ), or Iy = 9.97x10'® W/cm? ( -, full curve ).

character with an excited state at somewhat smaller radius than in previous
case, and the electron is also ionized at smaller distances from the nucleus.
At large field intensity the bound-excited state part of the Floquet wave
function has a character of high-order polynomial with slow exponential
decay. It is likely that some minima in the wave function are due to inter-
ference effects. At a high intensity, the electronic density varies appreciably
during an optical cycle. Note that the lifetimes of resonant excited states
are of the order of magnitude of an optical cycle.
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Abstract. In pulsed argon and helium discharges, radiation from number of In III
spectral lines, ranged between 200 nm and 650 nm, is measured. For some In III
lines, in the helium plasma, intense after-radiation is observed. This phenomenon
is attributed to the helium metastable atoms.

1. INTRODUCTION

The unusual chemical and physical properties make indium (In)
interesting in many fields of the industry, technology and research [1-3]. Indium
has two isotopes ('"°In 4.3% and '"°In 95.7% in natural indium) with isospins of
a 9/2. The shape of natural indium spectral lines is defined, due to the hyperfine
structure effect, by both isotopes in amount that strongly depends on plasma
parameters and particular quantum transition. While energy diagrams of the
neutral and singly ionized indium are well known, the knowledge of the In III
energy levels is far to be complete. Within the identified In III transitions [4, 5],
the 5d ?Dsj, — 4f *Fs, with wavelength of 298.280 nm is particularly intense. To
the knowledge of the authors, transition probability of this transition is still not
known. The aim of this work is to advance understanding of the processes, which
provide significant population of 4f *Fs),, the upper level of the 298.280 nm
spectral line.

2. EXPERIMENT

A linear low-pressure pulsed arc [6, 7] was used as an optically thin
plasma source. The pulsed discharge (see Figure 1) was produced in a Pyrex
discharge tube with quartz windows at its ends. More detailed description is
reported in [8]. The schematic of the experimental setup is presented in Figure 2.
As working gases helium and argon were used at 400 and 133 Pa flowing
pressures, respectively. The discharges were created by using a capacitor of 14
uF charged up to 45 J of stored energy. Elements of the electrical circuit are
chosen to provide a sub-critical damping, i.e. the discharge current displays only
two half-periods.
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3. RESULTS AND DISCUSSION

We have monitored intensity of the 298.280 nm In III line during the
decaying helium and argon plasmas. Temporal evolutions of the intensities,
normalized to the maximum line intensity, are presented in Figure 3.

There is evident difference between two curves. In the argon plasma
only one maximum exists. It is realized at the moment when our plasma abides
in the state with maximum of the electron density (V). In the case of helium
plasma two maxima are present. The first one behaves in a way similar with the
single maximum in the argon plasma, but the second one is realized later, at
about 26" s after the beginning of the discharge, when the electron density is
about 3 times smaller than in its maximum.

The first intensity maximum in the helium plasma and a single
maximum of the same spectral line in the argon plasma are caused by the same
processes. Collisions of free electrons with the ground state of the In III is the
leading population process of the parent (upper) state of the 298.280 nm In III
transition. However, in the helium plasma, beside electrons, the helium triplet
metastables (He I, with 19.82 eV excitation energy) also significantly contribute
to the population of the considered upper level.

It seems that extra population of the 4f ’Fs,, the parent level of the
considered spectral line with 20.08 eV excitation energy [5], can be attributed to
the helium metastables (2s °S;) due to process

He'l (2s°S;,19.82 ¢V) + InIll (0 eV) -~ Hel (s 1S, 0 eV) + In IIl (4f *Fs;, 20.08 ¢V). (1)

This process is responsible for the intense after-radiation of the In III 298.280 nm
line in the helium plasma. The energy deficiency of 0.28 eV is compensated by
intense thermal motion of particles with average energy of ~3eV (35000K) [9].

5. CONCLUSION

We have found that our plasma source provides intense In III spectral
lines in the argon and helium discharges. Beside collisions with electrons, we
propose that helium metastables play an important role in the In III 4f *Fs),
energy level population. Therefore, the high intensity of the 298.280 nm In III
spectral line at plasma conditions with low electron density is most likely
provided by the above mentioned process.
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6. FIGURES

Figure 1. The glass discharge tube, with cylindrical indium plates, used in the
experiment.
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Figure 2. The schematic of the experimental setup.
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Figure 3. Temporal evolutions of the 298.280 nm In III line intensities,
normalized to the maximal value obtained at 2.5kV discharge voltage and 400 Pa
flowing pressure in the helium and 133 Pa in the argon plasma.
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Abstract. Stark widths of three doubly ionized indium (In III) spectral lines
(298.280 nm, 403.232 nm and 524.877 nm) have been obtained in the pulsed
helium discharge. The linear low-pressure arc, with two tiny indium cylinders,
has been used as a plasma source. The plasma N, = (1.36 = 0.18) x 10 m™ and
T,=35000 K + 5 000 K were obtained by using standard diagnostic techniques.
Our results were compared with existing theoretical and experimental data.
Presented Stark widths are smaller than calculated ones. Previously measured
Stark widths were obtained at 13 000 K electron temperature, therefore, direct
comparison between two sets of experimental data is not straightforward.

1. INTRODUCTION

The energy spectrum of the doubly ionized indium (In III) is poorly
known [1, 2] in spite of increasing interest in indium in many technological
applications. The identified In III transitions are presented in [1]. NIST [2]
presents only 31 In III wavelengths ranged between 200 nm and 650 nm without
corresponded quantum transitions. Besides, the Stark widths () of the In III
lines are investigated in only two works (Djenize et al [3], and Simi¢ et al [4]).
The measured experimental W values [3] are much smaller than ones calculated
in [4]. In this work we present W values for three prominent In III spectral lines
measured in experiment very similar to the one described in [3].

2. EXPERIMENT

A linear low-pressure pulsed arc [3, 5] was used as an optically thin
plasma source. A pulsed discharge was produced in a Pyrex discharge tube (with
quartz windows at its ends). As a working gas we employed helium at 400 Pa
pressure in flowing regime. The tube had a 5 mm inner diameter, and the plasma
length was 14 cm. Indium atoms were sputtered from the indium cylindrical
plates (15 pum thickness) located at the ends of the homogeneous axial part of the
discharge tube. The pure indium (99.9%) plates were produced by the cold-
rolling method.

The discharge was created by using a capacitor of 14 pF charged up to
45 J of stored energy. The electrical circuit is adjusted to provide sub-critical
damping, i.e. the discharge current shows only two half-periods.
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The spectroscopic observations were made end-on along the axis of the
discharge tube. A McPherson model 209 spectrograph (with a 1.33 m focal
length) equipped with a holographic grating containing 2400 grooves/mm was
used. This spectrograph had a reciprocal linear dispersion of 0.28 nm/mm in the
first order. An Andor DH740-18F-03 iStar intensified CCD camera was
employed as a detection system. The system was calibrated by using a set of pen-
light sources (Ne, Ar and Hg) produced by the LOT-Oriel. Instrumental FWHM
of 8.6 pm was found as a result of the instrumental (spectrograph + ICCD
camera) broadening at about 280 nm.

Plasma parameters were obtained by using well known spectroscopic
methods. So, the electron density (N,) was obtained from the measured He II P,
(468.6 nm) spectral line width [6]. The electron temperature (7,) was obtained by
using a Boltzmann-plot method applied to 15 O III spectral lines, present as
impurities due to erosion of the glass walls. The Stark FWHM values were
measured at the 5 us after the beginning of the discharge. At that moment the
plasma parameters were: N, = (1.36 = 0.18) x 10 m™ and 7, = 35 000 K + 5 000
K. Having in mind that indium atoms are essentially impurities, we assume
absence of the self-absorption for investigated In III spectral lines originating
from high lying upper energy levels.

As an example, the profile of the 298.280 nm In III spectral line is
presented in Figure 1, recorded 5™ ps after the beginning of the discharge.

3. LINE DECONVOLUTION PROCEDURE

Profiles of the measured In III spectral lines are of the Voigt type
mainly due to the convolution of the Lorentzian Stark and Gaussian profile
caused by Doppler broadening, and additionally due to instrumental profile of
our experimental setup (spectrograph + ICCD), which is found to be of the Voigt
type. Standard deconvolution procedure Davies & Vaughan [7], based on the
least-squares method, is applied in order to evaluate spectral line parameters.
Spectrum baseline is estimated independently by the procedure proposed by
Bukvi¢ and Spasojevi¢ [8] and Bukvic¢ et al [9]. The measured profile of the
298.280 nm In III line is presented in Figure 1.

4. RESULTS AND DISCUSSION

Our measured W,, values are listed in Table 1, together with existing
experimental (W), , [3]) and theoretical data (W}, , [4]). One can see that our W,
values are smaller than ones in [4], calculated only for electrons as perturbers.
Previous experimental Wy values were obtained at 13 000 K electron
temperature and therefore, direct comparison between two sets of experimental
data is impossible.
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5. FIGURES
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Figure 1. The recorded profile of the 298.280 nm In III spectral line at 400 Pa
flowing pressure and 45 J bank energy.

6. TABLES

Table 1. Our Stark FWHM (W,,) at various electron temperatures (7,) and N, =
1.00 x 10* m™ with other experimental (Wp;, [3]) and theoretical data (W, [4]).

Transition A(mm)T ,(10*K) W, (pm) Wpi (pm) Wy (pm)
5d°Dy,—4f%Fs,  298.280 3.5 9.3+2.3 21.9
1.3 16.2
6p *P%, — 6d*Ds;,  403.232 3.5 21.9+5.5
1.3 34.8
65 7S, —6p "P%,  524.877 3.5 28.5+7.1 78.5
1.3 48.4
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Abstract. Spectroscopic investigation of dc atmospheric pressure glow
discharge (APGD) in helium with traces of hydrogen is presented. The
discharge was operated with 8 mm electrode gap using 1 A dc current and
voltage of 270 V. From the spatial intensity distribution recorded at the Balmer
Hg wavelength it is shown that APGD is non uniform. Our measurements
showed the absence of the He spectral lines in the positive column of APGD.
The spectral recordings of the Hp in cathode zone of APGD suggest the
presence of strong electric field. The rotational temperature of 960 K in the
negative glow region is measured from Q branch of molecular hydrogen
Fulcher - A band system d *3IT°% - a3Zg+ (0,0).

1. INTRODUCTION

Various kinds of atmospheric pressure glow discharges (APGDs) have
been studied [1, 2, 3] in past two decades. The interest was focused to micro
discharges, dielectric barrier discharges in variety of configurations and in the
current range of several pA to several A. The operation of these discharges at
atmospheric pressure without requirement of vacuum pumps and unique
properties make this discharges very attractive for applications. In this study we
present results of spectroscopic investigation of APGD source made in our
laboratory following the design described in [1].

2. EXPERIMENT SETUP

A schematic of experimental setup used for the generation of APGD is
shown in figure la. The cathode was made of copper with water cooling what
ensured efficient cooling of the cathode surface. The cathode surface is a circle
with 30 mm diameter. The anode, made of tungsten, is placed in anode holder
which is also water cooled. Tip of anode rod (dia. 6 mm) is sharpened to
facilitate ignition of discharge. The electrode gap was set to 8 mm. The vacuum
chamber was a hollow cylinder (inner dia. 10 cm), with windows on top and
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bottom, and a gas inlet and outlet. Before the discharge ignition the vacuum
chamber was evacuated to the base pressure of 10~ mbar and then filled with
gas mixture to atmospheric pressure. The experiment was carried out with
helium — hydrogen mixture (He + 3% H, by volume), with continuous gas flow
rate of 0.2 L/min at standard ambient temperature and pressure. To operate the
discharge in dc mode, a voltage source is used (0-500 V, 0 - 5A). Parallel to
filling the chamber with gas, dc voltage was turned on, and the discharge was
ignited. When the pressure reached the value of 1 bar, dc current was set to 1 A
and the voltage of 270 V.

=|[pc uv]*

AG PC FDS NG

Figure 1. a) The experimental setup: 1 — monochromator, 2 — CCD or PMT, 3 —
gas inlet, 4 — gas outlet, 5 — water cooling of cathode, 6 — water cooling of
anode, 7 — vacuum chamber with windows, M1 — flat mirror, M2 — spherical
mirror /= 1 m, SMx — step motor that translates stage along x axis, SMy — step
motor that translates stage along y axis, SM — step motor that drives optical
grating G, DC HV — high voltage dc source. The images of a) electrodes
configuration without plasma, c) plasma at ~ 400 mbar, d) plasma at ~ 700
mbar, ¢) plasma at ~1000 mbar, taken side on, with dslr camera; f) The regions
of dc APGD: AG — anode glow, PC — positive column, FDS — Faradey dark
space, NG — negative glow.

The light from the discharge was focused with unity magnification by
flat mirror M1 and spherical mirror M2 (focal length 1 m) onto the entrance slit
of Czerny-Turner type monochromator (1 m focal length with 1800g/mm
reflection grating). The width of entrance and exit slit was 15 pm. The spectral
line recordings were performed with an instrumental profile very close to
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Gaussian with measured FWHM of 0.021 nm. For spectral line recordings of
APGD positive column, CCD line detector (3648 px, 8 x 200 um) was placed
parallel to the exit slit. The spectra of APGD cathode zone were recorded with a
photomultiplier tube.

The APGD chamber is mounted on a PC-controlled X-Y table. By
translating the table along y direction, fine focusing of plasma image onto the
entrance slit was achieved, while by translating along x direction, scanning of
the discharge along axial axis was performed. The wavelength scanning is
achieved by a rotating monochromator grating with stepping motor, controlled
by the same PC.

3. RESULTS AND DISCUTION
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Figure 2. a) APGD emission spectra; b) Fulcher - o band system, c) profile of
the Hg line and in the inset magnified view of extended line wings; d) the
profile of He I 447.1 nm line and in the inset magnified view of forbidden
component is given. Presented spectra in this figure are recorded from the
APGD cathode zone.

The results of spectra recording at the distance of 1.5 mm from cathode
surface are presented in figure 2. The emission spectrum is shown at fig 2a,
(380 — 810 nm). He I lines appear together with hydrogen Balmer lines. The
spectrum of d °TT; - a °X, (0,0) Fulcher molecular band is presented in fig 2b.
From relative line intensities and by using the Boltzman plot technique [4], the
rotational temperature of 960 K is determined. Because of high purity helium
and evacuation of chamber before discharge ignition no rotational and
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vibrational spectra of OH and N, bands were observed in all zones of APGD.
Broadened wings of the Hp (figure 2¢.) and forbidden component of He I 447.1
nm spectral line, indicate a presence of strong electric field in this region of
APGD, see ref. 1 and 3.

1o
186115 18612 AB6I25 8613 186135 IBGD IB6IAS 18615
clengh |

s .
i e ). 1

Figure 3. a) Spatial intensity distribution of APGD at A = 486.13 nm, the graph
bellow image shows axial distribution at r = 1.2 mm from the axis of discharge;
the graph to the right of image shows radial distribution at z = 4mm. b) Radial
distribution of Hg line at z =4 mm from the tip of anode.

Figure 3a. shows spatial intensity distribution of the Hg line. The figure
was obtained in following way. The monochromator grating was set to
maximum intensity of the Hp line at ~ 486.13 nm. The CCD line detector was
placed parallel to the exit slit. By translating the table with chamber along x
direction, using 0.1 mm steps, lateral intensity distribution was recorded at each
position. Then all recordings were merged together. Resulting image was then
processed with program developed in our lab. Figure 3. shows that hydrogen is
exited in the outer regions of discharge. Our recordings showed absence of
helium lines in positive column of discharge.

In order to explain the observed phenomena related to the distribution
of hydrogen lines and lack of helium lines, further investigation are in progress.
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Abstract. A plasma spectroscopy experiment is described and its performances
are given. Ways of excitation different regimes of free-burning plasma at
atmospheric pressure is analyzed in detail. The fixed-grating spectrograph PGS-2
Carl Zeiss Jena is actually a variation on the very first spectrometer design,
where photo-plate was replaced with a detector array of PIXIS-Roper Scientific
camera. Abilities of the system are analyzed and its limitations are determined.

1. INTRODUCTION

Typical and widespread examples of dense low-temperature equilibrium
plasmas, sustained by electric field, are arcs at atmospheric pressure, including
those in open air [1]. It should be mentioned, however, that in the arc fringes,
and especially fast moving arcs (gliding arcs), non-equilibrium plasma
conditions can also be found and can be utilized for technical applications [2].
Plasmas generated and maintained at atmospheric pressure experience a
renaissance in the 1980s, mostly driven by application such as high power lasers,
opening switches, novel plasma processing and sputtering, absorber and reflector
of electromagnetic radiation, remediation of gaseous pollutants, medical
sterilization and biological decontamination and excimer lamps and other non-
coherent light sources [3].

2. EXPERIMENTAL SET-UP

The scheme of the experimental set-up for optical emission
spectroscopy (OES) measurements in a UV-visible range 200-560nm, is shown
in (Fig. 1), comprises a 2m spectrograph (with a possibility to extend to double
light path), and a 1024x256 pixel CCD camera (PIXIS 256). The side on light
from plasma (1) is directed through the system of lens (2) at the entrance slit of
the PGS-2 spectrograph with the grating (6) of 65//ines/mm and the blaze
wavelength at 300nm. The deflection mirror (4) sends the light beam to the
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lower part of the concave mirror (5) and after reflection of the grating to the
upper part of the mirror (5), finally re-directs the light to the CCD array of the
camera.

o
\
A
4

Fig 1. Experimental set-up for OES of plasmas

2.1 PIXIS camera

PIXIS is a fully integrated camera system. The camera contains all of
the electronics necessary to read out and control the CCD device. It houses
precision analog-to-digital converters, positioned close to the CCD for lowest
noise and has USB 2.0 electronics to interface with the host computer.
Significant reduction of dark current is achieved through thermoelectric cooling
of the CCD array. The camera operates by using WinSpec/32, Princeton
Instrument’s 32-bit Windows software package, designed specifically for
spectroscopy. With the pixel size of 0.026mm and dispersion of 0.74nm/mm in
the first order of diffraction gives spatially resolution of 0.02nm, and for using
higher orders of diffraction and doubled light paths this resolution is much
higher.

2.2 Plasma generator

The commercial Universal arc-pulse generator UBI-2, Carl Zeiss Jena can
produce different types of electrical discharges (Fig.2). The input transformer
(1), with the secondary coils voltage of 350V, gives AC or DC (through the
rectifier (2)) voltages at the air gap (13), where are different discharges
generated. To get a low voltage discharges a high frequency voltage of about
20k is needed, which in any half-period of alternate current generates a high
frequency pulse. It is done when the pulse-transformer (9) gives an ignition
voltage to spark gap (10) by discharging its capacitor. The ignition voltage
directs through Tesla’s transformer (11) to the main circuit. By help of the pulse
generator (8), a rhythm in interruptible regimes of discharges and phase angle of
the ignition are tuned. Six regimes of creating plasmas are possible:
interruptible AC arc with six steps from 100 to 1.6 GHz; interruptible DC arc;
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low voltage DC arc (smoothed); low voltage spark discharge with changeable
polarities and HF spark discharge.

Fig.2 The scheme of the universal plasma generator UBI-2

Powerful capacitors (17), shunted in a step way with (13), ignite low-voltage
sparks with the same spectral characteristics as the spark gap of the high voltage
generator.

3. THE RECORDED SPECTRA AND RESULTS

The internal structures of the chamber, where are the open air plasmas
generated, and the picture of the DC arc with electrodes of spectroscopic pure
graphite, the cloud of zinc vapor and discharge current 7,=94 are shown in

Fig. 3.

9 b)

Fig. 3 The internal structures of the chamber with water-cooled electrodes a)
and arc in open air b)
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The DC and DC interruptible arcs are created vertically, between two
electrodes whose gaps were in the range of 2-8mm. The discharge current is
changed from 2 to /0A. In one position of the grating, approximately 20nm of a
specter can be taken. Spatial and temporal mapping of the specters are taken.
The CCD’s exposure time can be regulated and in this experiment it was
typically 100ms.

As an example of the image specter and its graph, is shown in Fig 4.
with the discharge current of /04, in the interruptible regime..

Fig.5 The graph of the iron specter

4. CONCLUSION

An OES experiment is a power-full tool for characterization the free
burning plasmas at the atmospheric pressure. The experimental set-up, designed
mainly for spectro-chemical analysis, is used to extract many physical features
of the plasma at atmospheric pressure.
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Abstract. A spectroscopy study was conducted to determine plasma temperature
and its variation with respect to spatial mapping and plasma operating
conditions. Low voltage DC arc (smoothed) and interruptible DC arc were used
for excitation of free-burning zinc-vapor plasmas at atmospheric pressure. The
fixed-grating spectrograph PGS-2 Carl Zeiss Jena is actually a variation on the
very first spectrometer design where photo-plate was replaced with a detector
array of PIXIS-Roper Scientific camera. Abilities of the system are analyzed and
plasma temperatures with graphite electrodes and zinc vapors were determined
by using Zn I spectral lines ratios.

1. INTRODUCTION

Electric arcs at atmospheric pressure are typical examples of dense low-
temperature equilibrium plasmas, sustained by electric field, including those in
open air [1]. In an electric arc electrode material enters electrode gap by
evaporating under the action of the current. Having a lower ionization potential,
as compared to atoms of the ambient gas, the metal atoms have substantial effect
on the processes of heat, mass, and electron transfer in the plasma [2]. A detailed
and complete knowledge of plasma temperature field and its dependence on the
plasma operating parameters such as discharge current, regime of arcs excitation
etc., are needed.

2. EXPERIMENTAL SET-UP

The scheme of the experimental set-up for optical emission
spectroscopy (OES) measurements in a UV-visible range 200-560nm, described
in detail [3], comprises a 2m spectrograph (with a possibility to extend double
light path), and a 71024x256 pixel CCD camera (PIXIS 256). The side on light
from plasma is directed through the system of lens at the entrance slit of the
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PGS-2 spectrograph with the grating of 651/ines/mm, and finally re-directs the
light to the CCD array of the camera.

PIXIS is a fully integrated camera system. The camera contains all of
the electronics necessary to read out and control the CCD device. It houses
precision analog-to-digital converters, positioned close to the CCD for lowest
noise and has USB 2.0 electronics to interface with the host computer. The
camera operates by using WinSpec/32, Princeton Instrument’s 32-bit Windows
software package, designed specifically for spectroscopy. With the pixel size of
0.026mm and dispersion of 0.74nm/mm in the first order of diffraction gives
spatially resolution of 0.02nm, and for using higher orders of diffraction and
doubled light paths this resolution is much higher.

3. THE ARC TEMPERAURE DETERMINATION

One of the most common method for electron temperature
determination is by using relative intensities of atomic and ionic spectral lines in
emission spectra (the Ornstein method) [4], which requires the plasma to be in
local thermodynamic equilibrium (LTE), or at least partial LTE for the excited
levels of these spectral lines [5]. Properly corrected emission intensities
(optically thin) can be used to determine the temperatures based on the
Boltzmann distribution given by

1 =n0%exp(—E,-/kT) 1)

where n;is population of the ith excitation state, g;is the known statistical
weight of the excited state, Zis the partition function, E;is the excitation
energy, k isthe Boltzmann constant and 7 is the absolute temperature.

Here, zinc lines Znl 307.21nm; Znl 307.59nm and Znl 328.23nm are used with

relatively high excitation potentials- E;-8.08eV; E-4.0leV and E;-7.73eV
respectively [6]. The working formulas for the temperature determination are

[7]
20510
r=———— 2)
2.58 —log 20721
I307.59
18850
rT=——F 3)
326 — log 132823
I307.59

where I, are intensities of the chosen lines.
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The DC and DC interruptible arcs are created vertically, between two
spectroscopic pure graphite electrodes, where the cathode has a crater and
where metallic zinc is putted to evaporate due high temperature of the
discharge, or a brass cathode is used. The gaps between electrodes are in the
range of 2-8mm. The discharge current is changed from 2 to /0A. In one
position of the grating, approximately 20nm of a specter can be taken. Spatial
and temporal mapping of the specters are taken. The CCD’s exposure time can
be regulated and in this experiment it was typically 700ms.

The temperatures are mainly determined by using Eq. 2, and Eq. 3,
provides control measurements. The disagreement in the plasma temperature
determination was about 400°C. The lines Znl 307.21nm; Znl 307.59nm are
very suitable because they are very closed each other and even relative
calibration of the system is not needed. Moreover, these two lines are very well
choice for the range of expected temperatures. Otherwise, lines, from different
ionization states of the same element, are needed to be chosen.
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Fig.5 The image of the zinc specter and its graph

As an example of the image specter and its graph, is shown in Fig 1.,
with the discharge current of 70A, in the interruptible DC regime. The
determined temperature in the given case was about 6400°C. Mostly, the
calculated temperatures were in the range of 6400-7100°C, and the maximum
temperature was estimated near the cathode, about 9000°C. Radial
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measurements are also performed by shifting the both electrodes simultaneously
and taking the average intensities from different locations. The ratio of the
intensities of the measured lines continually decreased if we measured from
center to periphery of discharge, as we expected to be.

4. CONCLUSION

An OES experiment is a power-full tool for characterization the free
burning plasmas at the atmospheric pressure. Experimental results on the
plasma temperature field in zinc vapor are described and discussed. The
experiment involved imaging plasma radiation along a radial cord onto
spectrometer, which resolved it into its spectral features. Boltzmann
distribution of the excited Zn I  species was the basis for temperature
determination.
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Abstract. The influence of surface charges on DC glow discharge in neon with
Au-Ni cathode spots was studied by measuring the static breakdown voltage U

as a function of pressure times distance pd (Paschen curves). Also, it was found

that glow current changes (decreases with time) during the discharge. The
measurements carried out on the gas tube with a hard galvanic gold layer on the
cathode were compared to the ones on the gas tube with a vacuum deposited
gold layer.

1. INTRODUCTION

It is well known that intermediate nickel film is used as a diffusion
barrier between gold and copper. However, grain boundaries of Au serve as
quick diffusion channel for diffusion of Ni to the surface [1]. Moreover, nickel
atoms that diffused from the substrate to the outer surface of the gold could be
oxidized [2-4]. Also, nickel diffusing through the gold layer causes an increase
in the number of defects i.e. leads to the formation of an inter-metallic Au-Ni
layer. These effects are manifested by the occurrence of dielectric islands on the
gold surface i.e. surface regions (spots) with reduced conductivity that can retain
the charges. The influence of surface charges on DC gas-discharge systems with
high-ohmic electrode was studied in [5], where semi-insulating GaA4s wafer was
used as the cathode. It was found that the surface charges reduce the discharge
current, due to their deposition on the surface of the high-ohmic electrode. Also,
the surface charges affect the breakdown probability [6] and require the
introduction of the multi-component non-stationary exponential distribution of
the breakdown voltages [7].

The influence of surface charges on DC glow discharge in neon is
studied by comparing the measurements of U _(pd) dependence carried out on

the gas tube with the galvanic gold layer on the cathode with the measurements
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performed on the gas tube with a vacuum deposited gold layer. In addition, the
decreasing of the glow current with time is observed in the case of galvanic gold
layer. Also, SEM image and EDS spectrum of the galvanic gold layer, as an
evidence of the presence of the regions with reduced conductivity, are presented.

2. EXPERIMENTAL DETAILS

The measurements were performed on a gas tube made of borosilicate
glass with a 0.5um hard galvanic layer of gold and 7um sub-layer of nickel on
the oxygen-free high conductivity (OFHC) copper cathode [6]. The electrodes
were cylindrical with the diameter D =6mm , while the inter-electrode distance

d was varied in order to obtain U (pd) dependence. The tube was evacuated

down to 10 "mbar with baking at 600K for 244 and then filled with research
purity neon at p 13.3mbar . The measurements with galvanic gold layer were

compared with those carried out on the tube with the OFHC copper cathode,
gold plated by vacuum deposition (100 zm thick layer).

3. RESULTS AND DISSCUSION

The Paschen curve measured on the gas tube with a galvanic gold layer
on the cathode is presented in Fig. 1 (»). Moreover, U (pd) dependence
obtained on the gas tube with a vacuum deposited gold layer (O) is also shown in
Fig. 1, for the sake of comparison. It is obvious that static breakdown voltages
for galvanic gold layer are less than the ones for the vacuum deposited gold
layer. Also, it is observed that the glow current /, for galvanic gold layer

decreases with time as it is shown in Fig. 2. This behavior of galvanic layer may
be explained by residual surface charges trapped on the cathode spots i.e. on the
defects in the Au-Ni layer due to diffusion of nickel atoms [8] and on the
oxidized nickel inclusions [4].

320 1 o
e
300 1 vacuum deposited Au layer D/D/
(without surface charges)/
280 T a
= a A
57260 1 .
N
\D/D/ A galvanic Au layer
240 A }/ (with surface charges)
A\k e }}
2201 e

2 4 6 8 10 12 14 16 18
pd [ mbar cm |

Figure 1. The static breakdown voltages as a function of pd (Paschen curves).
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Figure 2. The glow currents /, as a function of time.

As already stated, nickel is used as a diffusion barrier between gold and
copper layers. However, nickel atoms diffuse to the outer gold surface where can
be oxidized [4] and thus form regions with reduced conductivity which retaining

surface charges (estimated diffusion coefficient of nickel D ~10"°cm® /s [2]).
Moreover, diffusion of nickel atoms through the gold layer increases the number
of defects in the galvanic layer and leads to considerable loss in conductivity, too
[8]. Indeed, the regions with sub-micrometer dimensions on the galvanic layer of
gold (black dots, spots) with reduced conductivity are confirmed by scanning
electron microscopy (SEM) image (Fig. 3) and energy dispersive X-ray (EDS)
spectrum (Fig. 4).

3BkU XK7.S502 1km 128356

Figure 3. The scanning electron microscopy image of Au-Ni cathode spots.

We estimated the accumulated surface charges that could reduce the
glow current [5]. Taking into account the data for conductivity

o=(107-10°)Q "tm " available in the literature we obtained the density of

the surface charges retaining on the cathode spots ¢ ~ (10 *-107°)C/cm®.
Thus, the charges accumulated on the cathode surface spots reduce the
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breakdown voltages during the establishment of the discharge (Fig. 1), and
decrease the glow current (Fig. 2). These effects are not observed in the case of
vacuum deposited gold layer. Reduction of the discharge current was noticed in
paper [5] where the mixed DC system with high-ohmic electrode was used. It
was found that the charges store on the surface and affect discharge properties.
Therefore, it can be concluded that inter-metallic Au-Ni cathode shows similar
behaviour as a high-ohmic semi-insulating electrode.

7000
Au
6000 -
5000 “
4000
3000
20001 | A
1000 i i \Ni& Au
OO g IFe‘-;I&_jL‘A_uI
0 5 10 15 20
E[keV]

Figure 2. The energy dispersive X-ray (EDS) spectrum of 4u-Ni cathode spots.
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Abstract. Large scale chamber with asymmetric electrodes has been developed
for low pressure treatment of seeds textile and wool. Since neutrals in plasma
have very active role, it is of great importance to analyze their behavior in
discharges. For this paper we have used catalytic probe in order to determine
concentrations and spatial profiles of atomic oxygen. This diagnostic tool has
been chosen due to its low cost, simplicity and possibility of real-time use, which
makes it suitable for industrial purposes.

1. INTRODUCTION

Catalytic probe is simple, yet effective tool for measuring
concentration of neutral species. They are usually constructed as thermocouple
and the hot end is the probe tip, where catalytic activity is taking place. Probe
tip can be made of nickel [1], iron [2], copper [3], silver [4] and, gold [5].This
technique has been used for measurement of concentrations of atomic oxygen
[1], nitrogen [6] and hydrogen [5], most frequently in RF plasmas, ICP [1] as
well as CCP [7] and almost exclusively in low pressure. Some applications have
also been reported in microwave discharges [6]. Recent research has proved that
this kind of equipment can be used for continuous data acquisition [1].

In comparison with other methods for measuring concentration of
neutral species catalytic probe comes at low price and it is simple to use. Direct
interpretation of results is one of the biggest advantages of this method.
Problem is that recombination coefficient cannot be determined with precision
higher than 30% [1], so the probe itself cannot have accuracy above this mark.
Even though probes are usually made to have small dimensions, their presence
in discharge is still affecting plasma. When interpreting results, one should take
care about the fact that probe cannot make difference whether species were
excited or not when they arrived on its surface.
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In our laboratory we have large scale discharge chamber in which we
can have conditions similar to plasmas that are used for industrial purposes.
Asymmetric geometry allows samples to be exposed to different intensity of
treatment simply by adjusting their position. So far it has been used for
treatment of wool [8], textile [9] and seeds [10].

Beside charged particles, neutral species have also very important role
in plasma treatment. Presence of atomic oxygen in discharge can have influence
on activation of surfaces of textile and seeds. Therefore, in order to have
adequate treatment, it is of great importance to properly determine spatial
profiles of atomic oxygen concentration inside the chamber. For this paper we
have used nickel catalytic probe to measure concentration of atomic in CCP RF
discharge at pressure of 450 mTorr.

2. EXPERIMENTAL SET -UP

Experimental set-up is shown on Figure 1. Our discharge chamber has
cylindrical geometry. It is 2.5 m long and 1.17 m wide with walls, which are
used as grounded electrode, made of stainless steel. Powered electrode is made
of aluminum and it is placed axially, it is 1.5 m long and has diameter of 3 cm.

Our catalytic probe is placed side-on, perpendicular to powered
electrode. Tip of it is disc made of nickel whose diameter is 1.5 mm and it is
0.04 mm thick. Since our probe is placed inside glass tube we have used Wilson
seal to allow ease of movement and to secure that vacuum is maintained.
Measurements were performed with real-time recording multimeter.

To create and sustain our plasma we have used 13.56 MHz power
supply and matching network. Vacuum is achieved by mechanical pump, while
needle valve was used to control flow of working gas.

pc

power
supply
+

matching
box

Figure 1. Experimental set-up.

3. RESULTS AND DISCUSSION

Typical measurements with catalytic probe require plasma to be turned
off whenever data acquisition is needed. Speed of probe tip cooling when
discharge is turned off provides information about power that is transferred to it
when plasma is turned on. Since recombination is main cause of probe tip
temperature increase, heating power can be used to derive atomic oxygen

306



26th Summer School and International Symposium on the Physics of Ionized Gases

concentration [11]. It has been discovered that, for same gas and same plasma
parameters, temperature time derivative of probe tip depends on maximum
temperature [2]. When that dependency is known, atomic oxygen concentration
can be determined in real-time while plasma is on without interruption.

50 7004
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o —e—30.5cm
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o % —<—455cm

S o] < 500 | —»—50.5cm

5 = —e—55.50cm

@ 400+ £ 450 | —e—57.5cm

E} -

© 350 400

8 0] 350

£
g 250 4 3004

6 160 260 360 40‘0 ‘60 260 SD‘D 4(‘]0 5(‘!0

Time [s] Power [W]

Figure 2. Standard measured curve (left), and maximum temperatures for whole
set of measurements (right).

On Figure 2, on the left hand side, we have presented one of typical
measured curves. We can see that after applying certain power, temperature is
starting to rise and after few seconds it reaches saturation or maximum
temperature, T, On the right hand side of the picture, set of maximum
temperatures for different conditions is presented.

Spatial profiles of atomic oxygen concentration in large scale CCP
device at 450 mTorr are shown in Figure 3. The closest distance to the powered
electrode where measurements were taken was chosen according to technical
capabilities and it was 26.5 cm. The most distant point was at chamber wall.
Applied RF power was between 50 W and 500 W with increasing step of 50 W.

—&— 50W
—e— 100W
—A— 150W
450mTorr| — ¥ 200W
—4—250W
—>—300W
—¢—350W
—*— 400W
—e— 450w
—+— 500W

Atomic oxygen concentration [10

Distance [cm]

Figure 3. Spatial profiles of atomic oxygen concentration for different applied
RF power at 450mTorr.

In the vicinity of the powered electrode the highest concentrations of
2.75%10% m™ were recorded. As probe was moved closer to the chamber wall
concentrations were decreasing, and at the lowest point they were more than
one order of magnitude lower. This big difference can be, in part, explained by
very different size of electrodes. The biggest drop is between 35 cm and 45 cm.
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For fixed position of the probe, rising of applied RF power resulted in rise of
concentration of atomic oxygen

4. CONCLUSION

Catalytic probe was used to diagnose large volume CCP discharge at
13.56 MHz in oxygen at 450 mTorr for powers between 50 and 500 W. The
highest concentrations are measured near the powered electrode, while at the
chamber wall we measured concentrations that were order of magnitude lower.
Higher applied power also produced higher concentrations. Since in all plasma
treatments oxygen atoms play crucial role it is important to know concentrations
of O atoms in order to be able to optimize the treatments. Also, knowledge of
atom concentrations for different distances and different applied powers gives
us opportunity to finely tune the treatments for variety of samples by just
adjusting the distance from the powered electrode. It is shown that for the
smaller distances from the powered electrode similar concentration of O atoms
can be obtained as for greater distances, but much higher powers and this can
significantly reduce the cost of treatments since same effects can be obtained for
smaller power consumption
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Abstract. We used fast ICCD imaging in order to record time evolution of
plasma bullet formation. Plasma jet was made of Pyrex glass tube with two
transparent electrodes made of polyester (PET) foil whose position can be easily
adjusted. The excitation voltage was approximately 10 kVpp at frequency of
80 kHz. The power transmitted to the plasma in all measurements was 4 W. The
working gas was helium with constant flow rate of 4 slm. In this paper we shall
show the total axial light emission profiles of plasma jet bullets obtained for
three different electrode gaps, of 10, 15 and 20 mm.

1. INTRODUCTION

One of the main reasons for the development of new low temperature
plasma sources which are working at atmospheric pressure is their simple, non-
expensive design with great potential for possible applications. These plasma
sources are used for treatment of polymers, cells, tissues, etc. [1-3]. One of the
newest scientific fields developed from this high-end research is plasma
medicine [4]. Achieving high temperatures of electrons, much higher than the
temperatures of ions and ambient gas, is crucial for sustaining stabile non-
equilibrium plasmas. In order to reduce the breakdown voltage in these
discharges, noble gases are used, usually helium or argon [5]. For powering
plasma jets, various types of signals at high frequencies are used [6], as well as
different geometries [7, 8]. By choosing different materials for the electrodes,
different electrode gaps and sizes, one can significantly change the behavior of
plasma jets and control if the plasma jet will form bullets or not. The optimal
geometry parameters can be found in order to maximize the distance that
plasma bullets can reach. In this paper we present axial profiles for several gaps
between the powered and the grounded electrode.
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2. EXPERIMENTAL SETUP

The atmospheric pressure plasma jet used in these experiments is
shown in Fig. 1. Its body was made of a Pyrex glass tube (O. D. of 6 mm and
I. D. of 4 mm) with two transparent thin conductive PET foil electrodes (width
of 15 mm) wrapped around the glass tube. The copper foil was used to connect
electrodes to an external electrical circuit. The electrode closer to the edge of
the glass tube was the powered one, and the other electrode was grounded (see
Fig. 1). A resistor of 100 kQ between the grounded electrode and the ground
was connected for current measurements. During all measurements, the helium
flow rate was 4 slm. As the power supply, a signal generator was used, and it
was connected to a home-made amplifier. The excitation signal was sinusoidal
and the working frequency was 80 kHz. Since the maximum value of the
voltage at the output of the amplifier is around 1 kV, it was necessary to make a
high-voltage transformer to increase the signal from the amplifier up to
10 kV peak-to-peak. The calculated power transmitted to plasma in all
measurements was 4 W. The gap between electrodes was 10, 15 and 20 mm.
The distance between the powered electrode and the edge of the glass tube was
kept constant at 7 mm for all measurements.

Figure 1. Experimental setup

3. RESULTS AND DISCUSSION

Signals of current and voltage, with trigger positions, are presented in
Fig. 2 (left). The voltage signal has pure sine waveform, while the current signal
is a somewhat deformed. Three triggering positions of ICCD imaging were
selected to present behavior of plasma at different time positions of the whole
cycle. The first trigger position is close to the minimum, the second one is near
the zero and the third is right after the maximum of the voltage signal. Axial
(along the glass tube axis) profiles of plasma emission were calculated from the
obtained ICCD images (see Fig. 2 (right)-3). The presented profiles are
calculated as a sum of the emission intensity coming from plasma along the axis
of the glass tube diameter. In Fig. 2 (right)-3, the right edge of the grounded
electrode is chosen to be the reference (zero) position, the positions of the
powered and the grounded electrode are marked by vertical solid lines and the
edge of the glass tube by a vertical dashed line. The direction of helium flow is
from the grounded toward the powered electrode (as shown in Fig. 2 (right)-3).
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Figure 2. Current and voltage signals with trigger positions for 15 mm
electrode gap (left); Axial light emission profiles for 10 mm electrode gap for
three different trigger delays (3.2 ps, 7.2 ps and 11.6 ps), 4 slm flow of helium
and power of 4 W

Axial profiles of light emission for the gap of 10 mm between
electrodes are shown in Fig. 2 (right). For the minimum of the voltage and
current signal, the maximum emission intensity coming from the discharge is on
the right edge of the powered electrode (Fig. 2 (right), black solid curve). At the
same time, the emission intensity in other areas is several orders of magnitude
smaller. With increase of the voltage and current signals, plasma is moving
towards the left edge of the powered electrode and the emission intensity
decreases.

For the delay of 7.2 us (Fig. 2 (right), black dashed curve) the intensity
is very small with the maximum near the left edge of the powered electrode. A
plasma bullet is formed at the maximum values of current and voltage signals
and it reaches the maximum distance of 3.5 cm from the edge of the glass tube
for the delay time 11.6 ps. Also, there is another well-defined maximum at the
right edge of the grounded electrode.
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Figure 3. Axial light emission profiles for 15 mm (left) and 20 mm (right)
electrode gap for three different trigger delays (3.2 ps, 7.2 us and 11.6 ps),
4 slm flow of helium and power of 4 W

Axial profiles for the gap of 15 mm are presented in Fig. 3 (left). A
well-defined peak of light emission can be seen in the powered electrode, as
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well as significant emission between electrodes (for the delay of 3.2 us, solid
black curve). For the delay of 7.2 ps, the intensity significantly drops in and
between the electrodes (dashed black curve). For the delay of 11.6 ps, there are
two distinct peaks: one inside the grounded electrode and the second one
outside the tube approximately at 2.2 cm from the edge of the glass tube. For
the 15 mm gap, the bullet is better defined than in the case of other electrode
gaps used in this paper.

For the largest electrode gap in Fig. 3 (right), the emission intensity is
much smaller than in other two cases. For the delays of 3.2 us and 7.2 ps, there
are no well-defined peaks. For the delay of 11.6 ps, there is no light emission
outside the glass tube. This electrode gap is not suitable for treatment of
surfaces because plasma does not leave the glass tube.

4. CONCLUSION

Using ICCD imaging it has been shown that the light emission is
highly dependent of the electrode geometry. In this study it is has been shown
that if it is needed to obtain a well-defined plasma bullet, the most suitable
configuration is a gap of 15 mm between the electrodes. In other two
configurations, the plasma bullet is distorted or it does not leave the glass tube
at all. One of the directions for future research could be to record emission
profiles by using filters for different wavelengths.
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Abstract. Results presented in this paper are part of a wider study of Stark
widths of Ar II spectral lines in the visible spectrum. A pulsed wall stabilized arc
was used as a plasma source with an electron density of about 2:10* m™ and a
temperature of about 15000 K. The attained peak value of the pulsed current was
240A. Stark widths of Ar IT 461.0 and 480.6 nm were compared with theoretical
results and with the results of various experiments as well. A considerable
disagreement between experimental results was found.

1. INTRODUCTION

A number of plasma chambers, sources and reactors use some of the
noble gases as a working gas due to its chemical inertion. For plasma diagnostics
(plasma electron density and temperatures measurements) various methods can
be applied. One of them is the method based on Stark broadening of the spectral
lines in plasmas. For that purpose reliable theoretical and experimental data of
Stark widths and shifts of the spectral lines must be used. Because of a simple
application of this method to hydrogen and helium lines, a certain amount of
hydrogen or helium is often introduced into the gas mixture. Sometimes, though,
this is not possible for a number of different reasons. In that case, pure noble
gases are used. Due to the low ionization potential of 15.8 ¢V, important for
plasma creation, the argon is one of the most frequently used gases.

In the case of plasmas of high electron density (more than 10> m™) and
temperatures (15000 K or more) spectral lines of neutral argon are not suitable
for plasma diagnostic purposes due to their weak intensity or even their
disappearance. In such case the spectral lines of ionized argon can be used. The
problem with the argon lines generally is the great disagreement (up to 100 %)
between experimental data obtained from various experiments. A complete set of
data was obtained for 13 Ar II spectral lines from which the results for 461.0 and
480.6 nm Ar II spectral lines recorded from the pulsed electrical arc with plasma
electron density of about 2:10% m 2, and temperature of about 15000 K is
presented.
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2. EXPERIMENTAL AND DATA PROCESSING

The plasma source used in this experiment was the wall stabilized
electric arc working in DC regime but fed by high current pulses with the
frequency of 1 Hz. The operating DC current was 30 A, while the peak pulse
currents were 180 A and 240 A. The arc operated under atmospheric pressure
with the mixture of argon (96 %) and hydrogen (4 %). The detailed description
of the pulsed working mode can be found in [1]. The optical observation was
made end-on. The middle part of the arc column was focused, by means of a
concave mirror, onto the entrance slit of 1-m monochomator equipped with a
1200 g/mm diffraction grating. The intensified CCD camera (Stanford Quick 4
Edig ) was placed at the exit focal plane of the monochromator. In this
arrangement the spectral interval covered by the CCD chip was about 12 nm. For
the instrumental width measurements a series of different hollow cathode lamps
(Cu, Ar, ...) was used. The instrumental width of the system was found to be
0.052 nm. Since observation was done end-on, self-absorption of all recorded
spectral lines was checked by means of the back mirror method [2]. In most
cases self-absorption was found to be negligible, but in some cases it was up to
10 %, when the corresponding correction was applied [2]. Spectral line
recordings were made at the peak of the pulsed current. Every line profile is
obtained as the average of 100 recordings. As an example, the recorded spectral
line profile of Ar II 461.0 nm is presented in Figure 2.
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Figure 1. Experimental profile of Ar I1 461.0 nm spectral line.

Plasma electron density N, was determined from the Stark width of the
hydrogen Hg spectral line in conjunction with [3], while plasma temperature T
was determined from a Boltzmann plot of 13 Ar II spectral lines [4] as well as
from plasma composition data [5]. Measured quantities for lower current pulses
were N, = 1.27-10% c¢m™ and T = 13400 K, and for higher N, = 1.60 -10* c¢m™
and 7= 14200 K.
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The contribution of Doppler width, for the measured plasma
temperatures, was found to be negligible for all measured spectral lines.
Commercial software as well as software developed during this work was
applied for the deconvolution of the Gaussian and the Lorentzian part of the
recorded Ar II spectral line profiles. Both methods gave practically the same
results. After that, the obtained Lorenzian widths were corrected to the van der
Waals and resonant broadening.

3. RESULTS

Obtained Stark widths are compared to the values calculated using the
semiempirical formula [6] and the values based on Griem results [7].
Experimental results from other authors ([8-10] and references therein) are also
taken into account. For that purpose, theoretical values are scaled to the plasma
electron densities and temperatures which correspond to the experimental
values, cited by the authors.

The results of comparisons between different experiments are
presented in Fig. 2 (a) and (b). Experimental results are normalized to the theory
[6]. The full lines represent the average values obtained for the available
experimental data ([8-10] and references therein). The standard deviation of the
average, taking into account all results, is about 20 % for all of the investigated
lines. This is the reason why we chose this corridor to present in Fig 2.
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Figure 2. Comparison of experimental results obtained from different
experiments. Reference numbers are related to the reference in this work.
Numbers in parenthesis are reference numbers in cited papers.

Figure 2 shows that experimental results converge to some values, in
these cases to 0.9. This fact implies that, for the plasma diagnostics purposes,
new and valuable experimental data are necessary, utilizing new measurement
techniques and plasma sources.
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4. CONCLUSIONS

Here we reported results of Stark width measurements of two Ar II
spectral lines, 461.0 and 480.6 nm, which are a part of a wider study of 13 Ar II
spectral lines. Obtained results were compared with other experimental results.
These comparisons showed considerable disagreement between the
experiments, but newer results converge to the same value. This fact suggests
that more measurements should be done applying more accurate and reliable
experimental techniques in connection with appropriate data processing.
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ICCD SPECTROMETER — CHARACTERIZATION
OF INSTRUMENTAL LINE PROFILES AND
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University of Novi Sad, Faculty of Sciences, Department of Physics, Trg
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Abstract. In this paper the use of modified Gauss function for characterization
of instrumental profiles and system saturation level determination is described.

1. INTRODUCTION

Atomic and ionic transitions in the visible region are routinely used as
indicators of plasma temperature and density [1]. Therefore, precise
measurements of plasma radiation in the optical region are of great importance.

At present day, manufacturing technologies of dispersion and optical
elements and detectors are significantly improved with the aim of enhancing the
resolution, the sensitivity and the signal-to-noise ratio. Even having such high
quality spectroscopic elements, it is a challenge to set up a spectroscopic
instrument that can efficiently detect dispersed radiation. Common tasks,
problems and main results of coupling the ICCD camera to the spectrometer
have been recently shown in [2].

2. EXPERIMENTAL

The instrument is schematically shown in Fig. 1. (for details see [2] ) The
monochromator is a McPherson 1.00 m scanning monochromator (model 2061
B) equipped with a grating of 1200 G/mm and a computer controlled scanning
system. As a detector an ICCD camera is used (4 Quik E dig Stanford
Computers Optics).

For all instrument characterizations presented in this paper, the isolated
spectral line Pb I A =405.7807 nm is used. This line is emitted from a hollow
cathode lamp placed in front of entrance slit. In order to obtain the instrumental
profile FWHM (full width at half maximum) dependence on the position on
CCD channels, the given spectral line is positioned on different places on the
CCD chip by setting different grating positions and recorded.
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Figure 1. The instrument. A light beam is passing through the entrance slit. The
dispersed light can be focused either on the ICCD or by use of a selecting
mirror on the exit slit where a photomultiplier (PMT) is used as a detector.

The linearity response level determination is performed by recording
the spectral line at one given position of the grating but on two different ways:

- by keeping the exposure time constant and changing the MCP (micro
channel plate) gain voltage in steps

- by using a typical constant MCP gain voltage and changing the
exposure time.

All recorded images are readout over all channels as summed counts
between the 500th and the 600th row and divided by 100 in order to have an one
row averaged value in this row interval. Spectral profiles obtained on this way
are fitted to the modified Gauss function [3]:

I, =1, exp —ln2£4%j (1)

where /) is the amplitude, X is the line center, w is the FWHM and s determines
the line shape. This function gives "rectangular" line shapes for s> 1, "sharp"
line shapes for s < 1 and the "original” Gaussian" for s = 1.

3. RESULTS AND DISCUSSIONS

In order to get the instrumental profile FWHM dependence on the
position on CCD channels, the spectral line is positioned on different places of
the CCD chip by setting different grating positions. Experimental profiles are
fitted to function given by equation (1) using s as a free parameter and as s = 1.
Fitting results for FWHM for these two cases are shown in Fig. 2. a). Fitting
results for parameter s as a free parameter are shown in Fig. 2. b)
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Figure 2. a) FWHM of Pb I spectral line A =405.7807 nm across channels
(e -using s as a free fitting parameter, x -using s=1). b) The free fitting
parameter s across channels.

In order to determine the linearity response level at a constant exposure
time, the spectral line is positioned on the CCD chip position which corresponds
to the approximately minimal FWHM. Exposure time #,, is kept constant
(foxp = 700 ps) whereas MCP gain voltage (Uyicp) is changed. Fitting results are
shown in Figure 3.
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Figure 3. Fitting results for /y, s and wy as functions of Umcp at fex, = 700 us
(O - experimental points, — - exponential growth function).

In order to determine the linearity response level at a constant MCP
gain voltage, the spectral line is positioned on the CCD chip as for the test
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described above. The exposure time ., is changed while gain voltage is kept at
750 V. Fitting results are shown in Figure 4.
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Figure 4. Fitting results for /,, and s as functions of 7., at Uycep =750 V
(O - experimental points, — - linear function).

From Fig. 2, it can be seen that within the interval between the 500th

and the 1360th channel, differences between “original” and " rectangular”
Gaussians are small and therefore this channel interval can be used for measuring
very narrow spectral lines. FWHMSs of “Rectangular” Gaussians are slightly
greater in comparison to those of “original” Gaussians. Figures 2, 3 and 4 lead to
the conclusion that the increase of the parameter s can be used as an indicator of
false system imaging or of detector saturation. The safe limit of 10000 counts per
pixel is obtained.
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Abstract. The study of microbial inactivation using created sources of cold
nonequilibrium plasma: atmospheric pressure glow discharges (APGD) with
plasma cathode and normal APGD plasma jet was performed. The parameters of
the non-equilibrium discharge plasma at inactivation effect were determined. D-
time of inactivation is on the order of several minutes for vegetative bacteria
S. aureus and E. Coli and decreases with discharge current increase.

1. INTRODUCTION

Atmospheric pressure nonequilibrium plasmas were shown to be very
promising for biomedical applications, which include decontamination and
modification of surfaces as well as a number of therapeutic applications of
plasma [1-4]. One of the unique properties of non-equilibrium plasma is high
reactivity at low gas temperatures. This feature opens up new possibilities of
using non-equilibrium plasma for processing of heat-sensitive materials
including biological tissue. The large areca of non-equilibrium plasma
applications in medicine aimed at reducing the number of viable cells of
microorganisms on medical products, sophisticated high-technology medical
equipment, or on the wound surface. The potential use in biomedical applications
has driven the development of a variety of reliable plasma sources: surface and
volume dielectric barrier discharges [5], atmospheric pressure plasma jets [6],
etc. In this paper bacteria inactivation using atmospheric pressure glow
discharges (APGD) with plasma cathode in the three-electrode system [7] and
normal APGD plasma jet in different plasma-forming gases is considered. The
discharges are stationary that makes easier the identification of linkages between
inactivation characteristics and plasma parameters, which is important for
elucidating the mechanisms of plasma inactivation.
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2. RESULTS

The three-electrode system [7] makes possible to obtain stable
discharges with relatively long scale (up to ten cm) and/or large volume positive
columns (>20 cm™) in inert and molecular gases and their mixtures at
atmospheric pressure which can be potmily used in the field of plasma
medicine and biotechnologies. In this paper a helium large-volume diffuse non-
self-sustained APGD at a current 1 mA and 5 mA at 3cm interelectrode gap is
used for surface decontamination from bacteria. The plasma cathode is normal
helium APGD initiated at a current of 300 mA in a gap of 0.5 mm between the
tungsten weekly rounded cathode and 1 mm copper with 2 mm central hole.
Working gas (helium) at a flow of ~1 slm was fed through the plasma cathode.

Microorganisms were deposited on stainless steel 2x2 cm samples with
average surface density of about 10°cm 2. After preparation a procedure of
sample exposure to plasma was performed. The samples for plasma treatment
were placed on the anode (bottom electrode) for an exposure time. Figure la
shows an image of sample exposure in which the sample is covered with
plasma. For quantitative determination of inactivation effect a direct cell
counting method was used.
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Figure 1. Image of sample exposure in 5 mA helium APGD (a) and inactivation
curves for vegetative bacterial cells Staphylococcus aureus ATCC 6538 at
1 mA and 5 mA (b).

Close to the sample surface an anode region of less than 1mm thick
with significant voltage drop develops. The reduced electric field strength
reaches about 20 Td which might correspond to the mean electron energy of
7 eV. Electron density close to the sample was estimated as about 2:10" cm™.
The gas temperature does not exceed 50 °C and, hence, the thermal effect of the
plasma can not have a significant effect on the inactivation of microorganisms. It
is shown that in the discharge an ultraviolet radiation also has no considerable
effect on bacteria. The spectrum of ultraviolet radiation revealed the presence of
chemically active species of NO and OH, resulting from plasma-chemical
reactions with the participation of impurities in the plasma-forming gas (the total
concentration of H,, Nj, O,, Ar, CO2, CO, Ne, H,O in the used helium is up to
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0.02%). Apparently, the effect of chemically active species of NO and OH is the
main mechanism leading to the death of the bacteria. It is established that the
plasma treatment in a low-current APGD the number of viable microorganisms
decreases exponentially with time. Figure 1b shows the inactivation curves for
vegetative bacterial cells Staphylococcus aureus ATCC 6538 at 1| mA and 5 mA.
The characteristic D-times of inactivation are in the order of a few minutes for
both Gram-positive Staphylococcus aureus , and for Gram-negative Escherichia
coli, despite the significant difference in th structure of the bacterial cell wall.
Moreover, with increasing discharge current from 1 mA to 5 mA observed a
threefold increase in the rate of inactivation. Significantly less efficiency of non-
self-sustained APGD cold helium plasma is for bacterial spores: 20 minutes
treatment reduces the number of viable spores of Bacillus subtilis slightly more
than 1 order of magnitude.

In many cases for applications such as plasma medicine the generation
of cold plasma in open space is needed rather than in confined gaps. Thus, there
is no limitation on the size of the object to be treated. Their tool-like, small size,
and light-weight plasma generation unit allows fast and almost arbitrary three-
dimensional movement.

Plasma cathode previously used for three-electrode system was
modified to be in plasma jet mode. In order to obtain a normal APGD plasma jet
a gas flow through the plasma cathode was increased to ~5 slm, the diameter of
the hole was decreased to 1.5 mm and a quartz g tube with a small inner diameter
was fastened to a hole in the anode. The APGD plasma jets were obtained for
different plasma-forming gases and their mixtures such as N,, air, He/O,, Ar/O,,
etc. The plasma generated in the APGD gap propagates into surrounding air to
distances of about several centimeters from the edge of the tube. An image of the
APGD plasma jet at plasma treatment of 90 mm Petri dish with S. aureus on the
agar surface is presented in Figure 2a.

(@) (b)

Figure 2. Image of Petri dish exposure by APGD plasma jet (a) and the results
of air APGD plasma jet treatment of S. aureus on agar after incubation at
different treatment times (b).
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Bactericidal activity of the APGD plasma jet was investigated at
different discharge parameters and plasma-forming gases. Therefore, 100 pl
suspension of an overnight-grown Staphylococcus aureus ATCC 6538 with
initial concentration of 10" CFU/ml have been plated onto agar surface
containing undifferentiated dense nutrient medium and distributed over the
surface with a spatula. After preparation, a central part of each of 4 sectors of a
90 mm Petri Dish has been treated by the APGD plasma jet for different
exposure times, respectively. The temperature at the treatment point was
monitored using a thermocouple. After plasma treatment, the agar plates have
been cultivated for at least 18 h at 37 °C.

The results of air APGD plasma jet treatment (current 100 mA; gas
flow 5 slm) of S. aureus at different exposure times from 30 s to 10 min are
shown in Figure 2b. As it can be seen the number of colonies grew after
incubation decreases with exposure time. There is a visible inactivation area at
the centre of the sector corresponding to 2 min exposure. At 5 min exposure the
only a few bacteria survived at corner of the sector and after 10 min of plasma
treatment the complete bacteria inactivation occurs. The inactivation effect of
nitrogen APGD plasma jet was observed to be smaller in comparison to air
which can be attributed to the smaller concentration of the active species. It
should be noted that despite the small diameter of the tube, inactivation is
observed in the whole sector.
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Abstract. This paper contains the results of theoretical studies of the breakdown
characteristics in argon, xenon and krypton discharges at microwave frequencies.
Results of theoretical predictions based on the phenomenological method and the
breakdown criteria derived from the diffusion-controlled model are compared
and analyzed.

1. INTRODUCTION

Microwave discharges show relative simplicity as compared to the DC
or low-frequency discharges since electrode phenomena need not play a role in
high-frequency discharges [1]-[3]. On the other hand, microwave breakdown in
RF equipment is a serious problem in many different applications [4,5]. The
basic physics involved in the microwave-induced breakdown process is well
known: a rapid growth in time of the free electron density in the device, when the
ionization rate caused by microwave accelerated free electrons hitting neutral gas
particles or device walls exceeds the rate of electron losses [6]. The
concomitantly increasing plasma density eventually changes the transmission
properties in the device and significantly interferes with normal operation
characteristics. The consequences range from increased noise levels and link
budget degradation in RF communication systems to catastrophic damage in
high power microwave systems like accelerators and systems for microwave
hitting of fusion plasmas. The primary aim of this study is to obtain a better
understanding of the physical phenomena involved in microwave breakdown
processes and to be able to predict accurately the breakdown voltage.

1. BREAKDOWN MECHANISM

As long as the electrons and ions have sufficient time to transit the
electrode gap within an ac cycle, the gas breakdown mechanism in low
frequency alternating electric fields is essentially the same as for DC fields, i.e. it
is controlled by secondary electron emission due to ion impact. At sufficiently
high frequencies, however, ions are not capable to respond to the ac field and
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electrons are "trapped" in an oscillatory motion within the inter-electrode gap.
When this occurs, the electron loss is dominated by diffusion and a significant
reduction of the breakdown voltage is observed as compared to the DC case.

1.1 Fluid approach

In microwave electric fields, gas breakdown can be regarded as an
avalanche-like increase in time of the free electron density caused by collision
ionization of the neutral gas molecules by free electrons that are being
accelerated to high energies by microwave field. The evolution of the electron
density 7 is described by the continuity equation [7]:

%zv-(Dew)Wn, (1)

where D, is the electron diffusion coefficient and v is the net production rate
of electrons per electron represented as the difference between the electron-
impact ionization rate of the gas molecules denoted by v, and the attachment
frequency of the free electrons on neutral molecules per electron denoted
byv,.

According to a fluid approach based on the diffusion-controlled model,
the microwave breakdown for a non-attaching gas (v, = 0) can be determined
as a balance between the ionization rate and the loss rate of electrons by
diffusion and described by the relation:

v, =D,/ A? (2)
with A the diffusion length which depends on the geometry of the discharge
vessel, i.e. radius R and height . and is given by:

2 2.
o

The equation (2) represents the breakdown criteria for a non-attaching
gas and indicates that the breakdown field rises both in the high and low-
pressure regimes. Using the relationship v, = apZ , where p is the electron

mobility, the criteria (2) can be rewritten in the form:

£ _ ek (4)

A? 2
1+ 2
VC
where € = D_/p is the characteristic energy and, in this study, is assumed to be
independent of the electric field strength. In the presence of an ac electric field

\/EE, cosws in a weakly ionized gas, a dominant collision processes are

electron-neutral collisions. In order to encompass the frequency effect in total, it
is convenient to use the effective field strength defined by:
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v, ,
Ey = mb} (5)
In accordance with the equation (5), £, becomes £, at w=0 and
v.E, /o at ®—> . Substituting expression for the first Townsend’s
coefficient o = 4, pexp[— Bk(p/ Epe )1/ 2] and replacing £, by E,; given by

equation (5), we can obtain expression for the electric field £, as a function of

1/2
81,\/3 +? exp{Bk(p\/vf +0? /VCE,,j }

E, = (6)
" VCAZAkp

the pressure p:

1.1 Phenomenological approach

According to the Kihara's theory, the equation governing microwave
breakdown can be written in the form [8]:
1/2

2
Bor| 4 [ CiL/n = 21n(4,pL) (7)
E ApL

The previous equation has been derived supposing that a microwave
field is imposed on a low pressure gas between two parallel plates which are
separated at the distance L. The breakdown field £ is expressed in terms of the
product pL and L/} the ratio of the gap length L to the vacuum wavelength of
the applied field L expressed in cm. Values of molecular constants A;, B, and
C, are given in [8]. Possible secondary emission of electrons from the
electrodes has not been taken into account in the Kihara’s theory.

2. RESULTS

Figure 1 shows the electrical field strength as a function of the gas
pressure at the gap spacing of 500 um in: a) argon, b) xenon and c) krypton
microwave discharges at 2.45 GHz.

For all gases, there are similar trends between different theoretical
predictions, although disagreement between them increases with increasing the
pressure. Results based on the phenomenological approach are systematically
higher for all gases.
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Figure 1. Breakdown field as a function of the gas pressure: a) argon, b) xenon
and c) krypton, at the gap spacing of 500um and the microwave frequency of
2.45 GHz.
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Abstract. This paper presents first results in development of complete Monte
Carlo (MC) collision code for radio-frequency (rf) breakdown. Our goal is to
explain fundamentals of rf breakdown. MC code includes electrons only.
Obtained simulation results clearly show a region, occurring at low pressure,
where multiple values of the breakdown voltage exist at a given pressure.
Comparison with available experimental results is also shown.

1. INTRODUCTION

Radio-frequency (RF) discharge is of importance for various
applications such as biomedicine [1], microelectronics [2] and other plasma-
based technologies [3]. It is crucial to establish operating conditions which can
be determined from the breakdown voltage curve, known as Paschen curve. A
necessary condition for a self sustained discharge and consequently formation of
plasma is to have feedback between the electron growth towards instantaneous
anode and their initialization at the cathode. Hence, the purpose of this paper is
to introduce a model for RF breakdown in electron dominated regime and to try
to explain basic phenomenology by employing kinetic representation.

1. RESULTS AND DISCUSSION

Monte Carlo (MC) code was developed and tested in our group [4]. The
code follows transport of electrons across the gap between electrodes.
Background gas argon is represented by four cross-sections for electrons:
momentum-transfer, two excitation and ionization cross-section. For each value
of gas pressure and voltage, the time dependence of electron density, electron
energy distribution, ionization rate and many additional properties were sampled.
Depending on whether electron density is increasing or decreasing, the
breakdown voltage (pressure) could be found by appropriate changes of pressure
(voltage).

The rf breakdown voltage curve has a U-shape shown in Figure 1.
Under certain circumstances, there is a region to the left of the minimum where a
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single gas pressure corresponds to two breakdown voltages (multi-valued nature
of the RF Paschen curve [5]). Figure 1 also shows comparison with published
experimental data [5]. Our results are in a reasonably good agreement with
experiment.

= Lisovsky et al., J. Phys. D: Appl. Phys.
31 (1998) 3349-3357

* Monte Carlo simulations results

1000 | (only electrons included)

m %d)
X
% (0 *
A
b n
. ¥ *( ) » *
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100 -

0.1 1 10
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Figure 1. Paschen curve obtained by MC collision code including electrons
only presented by (*). Published experimental results [S] presented by (=) as a
comparison to our results. Gap size is d=23mm and frequency is f=13.56MHz,
background gas is argon.

Figure 2 shows the spatial profiles of the swarm properties (electron
density, electron energy and ionization rate) along the Paschen curve from the
Figure 1. Calculations were carried out for the following conditions: (a)
p=1Torr U=114V, (b) p=0.2Torr U=94V; (c¢) p=0.14Torr U=180V; (d)
p=0.2Torr U=447V. In RF discharges, electrons can attain oscillatory energy
from the AC field. When an electron suffers a collision, its oscillatory motion is
disturbed and its momentum is randomized and mean energy increases. At
higher pressures (points @ and b) large number of collisions takes place within
one wave period, so electrons cannot travel far from the cathode and are unable
to gain enough energy to perform ionization. At lower pressure, however
(points ¢ and d), one or fewer collisions occur per cycle, so electrons gain
enough energy from the field leading to a higher probability for ionization. As
expected, in both cases most of electrons are produced in proximity of
electrodes. For the higher breakdown voltage (point d) electron production is
pushed right into the electrode. Hence losses are increased sufficiently to
compensate excessive production by ionization. Any further increase of voltage
will make losses greater than production.
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Figure 2. Electron density, electron energy and ionization, respectively, for
different conditions along the Paschen curve. Calculations were carried out in
argon at 13.56MHz and (a) p=1Torr U=114V, (b) p=0.2Torr U=94V; (c)
p=0.14Torr U=180V; (d) p=0.2Torr U=447V.

Simulation results, presented here, confirm that there is a low-pressure
region where a multi-valued dependence of the RF breakdown voltage on the
gas pressure exists which is in agreement with previous experimental
observations [5]. It was found that the multi-valued nature of the left hand
branch of the RF breakdown voltage curve can be explained by the effect of
electrons only. The two different regimes of operation, each satisfying the
breakdown condition are illustrated in contour plots of electron concentration,
electron energy and ionization rate.
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Abstract. The rotating wall technique is commonly used for compression of
particles in positron accumulator devices including those employing buffer gases
to effect trapping and cooling. Upon deactivation of the rotating wall the positron
cloud expands, in the axial magnetic field, linearly over time (¢), which is not
expected according to the ~./¢ diffusion. This linear behavior is reproduced
qualitatively in our simulation of positrons in a cooling gas. In this
communication we present preliminary results from both experiment and
simulation which indicate that the behavior of trapped clouds can give insight
into low energy positron scattering physics.

1. INTRODUCTION

The Penning-Malmberg-Surko trap is the most commonly used tool for
cooling and accumulating positrons in sufficient numbers for a variety of
experimental purposes (see e.g., [1, 2]). In some instances (see e.g., [1, 3]) the
positrons are dense and cold enough to form a plasma. However, this is not the
case in the present work, which is confined to the so-called single particle, or
cloud regime. Recently it has become feasible to compress the accumulated
positron cloud by applying the rotating wall technique in the last stage of the
accumulator [4, 5] using a rotating dipolar or quadrupolar electric field in the
presence of an efficient cooling gas such as SF4 or CF,.

If the rotating field is switched off after compressing, the positron cloud
will expand with the rate of expansion dependant on the buffer gas pressure and
the strength of axial magnetic field. The time dependence of the cloud width
exhibits a clear linear behaviour, as opposed to the expected behavior of

N for diffusive processes. As the number of trapped particles is relatively
small [6], space charge will not significantly influence the expansion. While the
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prevalent cause of expansion is the scattering of positrons by the buffer gas, the
time dependence indicates that this stage of the development of the ensemble is
non-hydrodynamic in nature such that a full kinetic representation is required.

In the attempt to investigate the nature of the expansion we have
performed a Monte Carlo simulation [7, 8] of positrons contained by an axial
magnetic field in a gas mixture that is typically used for cooling in positron
accumulators. A Monte Carlo simulation developed for swarms of charged
particles is suitable when space charge effects can be neglected. Due to the lack
of cross-section data for SF (the experiment at Swansea was performed using
SF¢ as a cooling gas) a CF, - N, gas mixture which, is often used for positron
trapping and cooling [2], was simulated.

2. EXPERIMENT

The expansion experiments were performed inside our two-stage trap
[6] by accumulating positrons for a ~100ms and then compressing the cloud
using a rotating dipole field. N, gas at high pressure (6x10*mbar) is used in the
first stage for promoting trapping. SFs was used in the accumulation region at
varying pressures to promote cooling. After compressing for ~20ms the rotating
dipole was switched off and the cloud was dumped and imaged using a micro-
channel plate and phosphor system viewed using a CCD camera. From the
imaged cloud the width, o, of the positron swarm was determined. Note that this
parameter is characteristic of a Gaussian profile [§]

3. SIMULATION

The positrons were initialized with near a thermal energy of ~100 meV
in a Maxwell-Boltzmann distribution and a Gaussian spatial distribution. As the
initial ensemble is near thermal equilibrium an exact representation of thermal
effects [7] was included.

Due to the fact that there are no comprehensive cross-sections available
for positron interaction with SFs we used a mixture of equal parts of CF, and N,
with cross-sections that were used in our previous simulations of positron traps
[8]. Although CF, is commonly used as a cooling gas [2], its total cross-section
at thermal energies is significantly smaller than that of SF¢ [9]. Therefore it
should be expected that the simulated expansion rates would be smaller than
those measured. Furthermore, the ratio of cooling to buffer gases is different
form that employed in the experiment.

The total pressures that were used are within the scope of the
experiment (4-14x10” mbar) and the starting width of the cloud is several
millimeters. The particle motion is guided by the axial magnetic field which can
have values in range 100 — 400 Gauss. Typically the simulation was run with
100 000 initial particles without external electric field.
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4. RESULTS

Results of the simulation for 14x10 mbar and the experiment with the
notional corresponding pressure are given in figure 1. As expected, the
expansion in the simulation is slower than that measured, but both are linear in
time. As such both can be fitted well with a straight line and the slopes of these
fits represent the expansion rate and are given in figure 1, though strictly the
experiment and the simulation cannot be compared directly.

X simulation
-—fitted simulation do/dt=10.76mm/s
4 0 experiment
—fitted experiment do/dt=45.5mm/s

E
£3
© 23X
S HEHEHHHHHIET
R o e XNHHRHHHHFEX
i
0 10 20 30 40 50 60

time (ms)

Figure 1. Simulation for 14x10”° mbar total pressure in 200 Gauss axial
magnetic field and the expansion experiment. The full and slashed lines are
linear fits to the experiment and simulation respectively.

4. CONCLUSION

The results of the simulations show good qualitative agreement with our
preliminary experimental results but in order to obtain accurate predictions of the
expansion rates, detailed cross-sections for appropriate gases are required. Also,
it is necessary to know the precise pressures and composition of the gas. The
simulated results for individual pressure points show linear expansion, which is
slower than those measured, presumably due to smaller cross-sections for CF,.

The present preliminary investigations show that it should be possible to
model the behaviour of positron clouds in accumulation devices which rely upon
the use of gases for capture and cooling. Furthermore, it may be possible to
derive information on positron scattering processes by comparing experiment
with detailed simulations. It should be possible to use the accumulator to trap
electrons and perform similar expansion-mode measurements. Since accurate
cross-section data sets exist for the relevant molecules, it should be possible to
fully calibrate the apparatus to allow absolute comparison with the simulations.
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Abstract. Positron trapping efficiency could be improved in two ways:
shortening the thermalization time for trapped particles and increasing the
percentage of particles trapped. Using a well tested and Monte Carlo code, we
examine both approaches and give an overview of the processes involved. We
examine temporal and spatial distribution of energy and show a gradual
transition of a beam into a thermal swarm of positrons. The simulated trap model
is a classic three stage potential well design using N, as a buffer gas in the first
two stages and a N,/CF4 mixture in the third. It was found that including cross
sections for rotational e’-N, excitation is essential to achieve final stages of
thermalization. Different trapping experiments use different sources and
moderators, and depending on the properties of the moderated beam the trap can
be optimized by changing its parameters (geometry, electrode potentials, gas
composition, magnetic field, etc.).

1. INTRODUCTION

Gas filled Penning Malberg positron trap (or Surko trap) is the main
tool for studying positron interaction with matter [1] and has seen a lot of
improvement in the recent years [2, 3]. A typical trap consists of three stages of
different lengths, different gas pressures and composition, electrode diameters
and applied voltages. Each subsequent stage has lower potential, thus forming a
potential well in which particles are confined as they lose energy in collisions
with the background gas. For radial confinement, there is an axial magnetic field.
The most commonly used trapping gas is N, due to its high and conveniently
placed cross sections for electronic excitation of alIl level. This collision is used
as the basic trapping mechanism as positrons lose ~8.8¢V of energy and cannot
leave the trap. On the other hand the trapping window is narrow as the
positronium formation cross section becomes stronger after ~10eV and over that
energy the probability that the particle is lost becomes much higher. There are
additional losses that come from radial transport and losses to the walls or
particles that do not lose enough energy through collisions and escape over the
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gate electrode. A negligible amount of particles is also lost to direct annihilation
over times required for thermalization.

2. MODEL AND SIMULATION

The code we are using has been developed and used previously for
exact treatment of charged particle transport [4] and heavy particle collisions
[5]. Also in order to calculate thermalization times correctly we had to include
thermal effects in the simulation [6]. Cross-section sets have been compiled for
N,[6,7] and CF,4[8-12].

The trap is divided into three segments, with different geometries and
different pressures of N, and CF,4. The particles are moving independent of each
other in the axial magnetic field. When the particle reaches the end of the
segment it is either reflected, if its axial energy is lower than the potential
barrier that the electrodes form, or it is transferred to the next stage and is either
accelerated or decelerated by the appropriate potential difference.

We usually run a simulation with 100 000 — 1 000 000 particles, and it
runs from a couple of hours to a couple of days. A general scheme for the
simulation setup is given in Figure 1.
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Figure 1. A general model of a three stage buffer gas positron trap.

3. RESULTS

Results of the simulation are given in figures 2 and 3. Figure 2 shows
mean kinetic energy of particles in each segment and mean energy total over
time. It turns out that, rotational levels of N, are essential in achieving the last
stages of thermalization, and that increasing the percentage of CF, in the second
and third stage shortens the time required for thermalization. Noise features
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appearing for mean energy in the first and second stage are due to low statistic
as the last particles are leaving the stage.
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Figure 2. Mean kinetic energy for separate stages and total.
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Figure 3. Trapping efficiency and contribution of loss processes.

Figure 3 shows the trapping efficiency and the contribution of
individual processes to the total particle loss. It can be seen that on the relevant
timescales direct annihilation is negligible and the main loss process is actually
positronium formation.

339



26th Summer School and International Symposium on the Physics of Ionized Gases

4. CONCLUSION

A Monte Carlo simulation gives us insight into processes occurring
inside a positron trap. Using this knowledge we can improve the operating
parameters of the trap. For instance we can increase the pressure in the first
stage to reduce the number of escaping particles. Also, because annihilation is
negligible on this timescale increasing the pressure in the last stage or adding
more CF,; will reduce thermalization time without impacting trapping
efficiency. Trapping efficiency is strongly limited by the positronium formation
as its threshold is close to that of a'TI electronic excitation of Na.

The positrons that start out as a beam with narrow and well defined
energy distribution, after crossing the stages and having high energy loss
collisions, quickly split into several beams that combine together as they cool
down and turn into a swarm of particles. For this reason Monte Carlo codes are
more suitable for dealing with this problem than beam based simulations.
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Abstract. Transport properties of F~ ions in F, in DC fields were calculated using
Monte Carlo simulation technique assuming the scattering cross section set
assembled on the basis of Nanbu’s technique separating elastic from reactive
collisions. In this work we present reaction rate coefficients and drift velocity for
the conditions of low and moderate reduced electric fields E/N (N-gas density)
accounting for the non-conservative collisions.

1. INTRODUCTION

F, gas and more usually fluorine molecule formed in the process are frequently
present in numerous processing plasmas. For example, pulsed plasma doping
system is technology of choice for low-energy ion implantation. In such a
system uniform plasma is necessary to create over the entire wafer that could be
more than 500 mm wide. Complicated chemistry and poor understanding for
range of processes of particles interacting with gas and surface forced to further
insights of such plasmas. Time resolved measurements of ion energy
distributions in cathode boundary [1] showed possible role of charge-transfer
collisions between singly charged ions of various masses. In this work our
intention is to study energy dependent scattering probabilities of F™ ions in F,
gas and to explore effects of non- conservative processes on transport properties
of the F ions.

2. TECHNIQUE

The cross sections for scattering of F~ on F, molecule are calculated by using
Nanbu’s theory [2,3] separating elastic from reactive endothermic collisions. In
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Nanbu’s theory reactive collision is treated by accounting for thermodynamic
threshold energy and branching ratio according to the Rice-Rampsperger—
Kassel (RRK) theory [2]. In the RRK theory of unimolecular reaction rates
excited molecular complex is treated as excited activated complex where
internal energy is distributed among equivalent oscillators—vibrational modes of
the complex.

Our procedure is an implementation of this theory and approximation. We have
used value 1.2611 107" m®, for polarizability of F, recommended by Spelsberg
and Meyer [4], ionization potentials for F, and F from [5], and the bond values
between atoms in Ref. [6]. The usually applied procedure would be to unfold
the cross sections from the measured transport coefficients and thermo-chemical
data in a separate drift tube experiment but to our knowledge no such data are
available.

The Monte Carlo technique was applied to perform calculations of transport
parameters as well as rate coefficients in DC electric fields. In this paper we
have used a Monte Carlo code that properly takes into account the thermal
collisions [7,8]. The code has passed all the tests and the benchmarks that were
covered in our earlier studies [8,9]. Bulk and flux values of the drift velocity
[10] are presented for a range of reduced electric fields £/N (E-electric field, V-
gas density) including the range where effects of the charge transfer collisions
take place.

3. DISCUSSION AND RESULTS

Most probable reaction paths, based on thermochemical data [4-6] are shown in
Table 1. We found them relevant for the selected domain of low F~ energies in
F.

Table 1. F - F, endothermic reaction paths considered in the model and the
corresponding thermodynamic threshold energies [4-6].

No reaction A (eV)
1 F, + F (CT) -0.38
2 F + 2F (DIS) -1.602
3 F+F,+e (DET) -3.4012
4 F + 2F + ¢ (DD) -5.0032

In Fig. 1 we show calculated cross sections for F scattering on F,. Cross section
for charge transfer (CT) producing F, ion measured by Chupka ef al. [11] is
shown in the same figure.
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Figure 1. Cross section set for F~ ions in F,. Open circles denote the data of
Chupka et al. [11] placed on absolute scale by assuming maximum value as
obtained by Nanbu'’s theory.

Transport parameters were calculated for gas temperature T=300 K. Calculated
rate coefficients for processes presented in Table 1 are shown in Fig 2 a). Flux
and bulk drift velocities [10] as a function of E/N are given in Fig. 2 b). Effect
of reactive collisions affecting splitting of flux and bulk drift velocity
components is observable above 40 Td.
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Figure 2. a) Rate coefficients, and b) bulk and flux values of drift velocity, for
F ions in F, as a function of E/N.
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Abstract. A high order fluid model for streamer discharges is developed
and used to investigate propagation of negative streamer fronts in No. Mo-
mentum transfer theory is employed to evaluate the collision terms and
close the system of moment/balance equations. The results of simulations
are compared with those obtained by a PIC/MC method and by the classical
first order fluid model based on the drift-diffusion and local field approxi-
mations. The comparison clearly validates the theoretical basis of the high
order fluid model, while the first order fluid model underestimates many
aspects of streamer dynamics.

1. INTRODUCTION

When a strong electric field is applied to non-ionized or lowly ionized
matter, filaments of weakly ionized non-equilibrium plasma, called stream-
ers can grow. They can be observed in different kinds of high-pressure
discharges, for example in corona discharges, but they also appear in the
form of plasma bullets observed in plasma jets [1]. Streamers have applica-
tions in diverse areas of science and technology ranging from their role in
creating lightning and transient luminous events in the upper atmosphere
[2] to industrial applications such as the treatment of polluted gases and
water [3].

During the last three decades, the prevalent opinion has been that
streamer dynamics could be described adequately by the so-called first order
fluid model based on the drift-diffusion and local field approximations for
all species in the plasma-including the electrons. However, recent modeling
[5] suggests that we should revise this opinion. In typical situations (e.g., in
the pure gases and little explicit effects of photo-ionization) the local field
approximation is generally insufficient to represent the electron dynamics
as the electron energy depends upon the electric field in a wider spatial
range. One way to deal with this issue has been recently demonstrated
by Li et al. [6] through the development of the so-called extended fluid
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models. These models involve a density gradient expansion of the source
term to approximate the spatial non-locality of the ionization processes at
the streamer front. The alternative way to incorporate the complex electron
dynamics in the streamer front is to consider the energy balance equation.
In this work we illustrate that this is not a straightforward process and we
show how to derive a consistent set of fluid equations beyond the equation
of continuity and the momentum balance equation.

2. THEORY

The starting point of our formalism is a set of moment/balance
equations which is found by multiplying the Boltzmann equation by an
arbitrary function ®(c¢) of the charged particle velocity, and integrating
over all velocities

%[n@(cﬂ LV [n<cq>(c)>} - n%<E~ %@(c)) - —/(D(cJ(f))dc, (1)

where () represents the average over particle velocity ¢, ¢ and m are the
charge and mass of the charge particle, E is the electric field vector and .J
is the collision operator accounting for elastic and inelastic collisions. If one
takes ®(c) equal to 1, me, %mc2 and %mcgc, etc., one generates an infinite
series of equation, a full solution of which would be equivalent to calculating
the phase space distribution function f(r,c,t). In practice, however, one
must truncate the chain, and in this work we propose that the energy flux

equation is crucial for the success of the fluid model of streamer discharge:

on

s +V.nv= Cy, (2)
%[nmv] + V- [nm(cc}} =  Cpe, )
%(ne)—l—v-(n{)—nma-v: Cime s (4)

%(n{) +V- [n<%nmczcc>] — nma<% (%chC) > = Cipee, (5)

where v = (c), a is the acceleration due to the electric field force, € is the
mean energy and £ is the energy flux.

The fluid equations (2)-(5), obtained as velocity moments of the
Boltzmann equation are closed in the local mean energy approximation and
coupled to the Poisson equation for the space charge electric field. The
high order tensors appearing in the energy flux equation are specified in
terms of lower order moments. The collision terms are evaluated using the
momentum transfer theory, and are given by:

Co=—n(va—wvr), (6)
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Cme = 7ii2-nmv — o [I/A - Cl/;‘} , (7)
Ciiper = —NWe (e — 3kT) — = (Vi — V) € —neva — nyi(i)Az-:i {8)

Clmc2c = —nvp§, (9)

2

where v, and v, are the average collision frequencies for momentum and
energy transfer, v, and vy are the attachment and ionization rates, while
is given by 5 . .
mo 2 2
[2m(c ) — gmv } . (10)
Likewise, v; and v,® are inelastic and superelastic collision frequencies for
inelastic channel ¢ while ¢; and Ae; are the thresholds for inelastic and

ionization processes, respectively.

_gmo—i—m

3. RESULTS AND DISCUSSION

The finite volume method is used to spatially discretize the system
(2)-(5) on a uniform grid with 1000 points. To approximate the spatial
derivative we use the second-order central difference discretization while the
time derivatives are approximated with the Runge-Kutta 4 method. The
continuity equation for the electron and ion densities has a second order
spatial derivative, and therefore requires two boundary conditions for each
direction in space. For x = 0 we use Neumann boundary condition, so that
electrons that arrive at those boundaries may flow out of the system. For
x = L we employ Dirichlet boundary condition to ensure that there is no
outflow of electrons from the system. In all calculations we set L = 1.2 mm.

The average collision frequencies for momentum and energy transfer
in elastic and inelastic collisions required as an input in the fluid equations
are calculated using a multi term Boltzmann equation solution [7]. The
cross sections for the electron scattering in N9 detailed by Stojanovié¢ and
Petrovié¢ [8] are used in this work. The results of simulations are compared
with those obtained by a PIC/MC method [5, 6] and by the classical first
order fluid model based on the drift-diffusion and local field approximations.

In figure 1 we show the electron density and mean energy for elec-
trons after 1 ns. Our results and those obtained by a PIC/MC method agree
very well. High-order fluid profiles are slightly faster than those obtained
by the PIC/MC method but the agreement is much better than between
the PIC/MC results and those obtained by the first order fluid model based
on the drift-diffusion approximation, particularly for the ionization level
behind the front.

Perhaps one of the most striking properties is the behavior of the
mean energy in the streamer channel. Although the electric field is entirely
screened inside of the channel, the mean energy significantly exceeds thermal
energy. This is a typical non-local effect as the mean energy does not have
enough time to be fully thermalized in the streamer interior on the time
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Figure 1. Electron density (a) and mean energy (b) after 1 ns. The simula-
tion is started with the same initial Gaussian distribution for electrons and
ions with a maximum density of 2 x 10'® m™3 at the position z = 8 x 10™*
m from the left boundary.

scale relevant for streamer formation under conditions considered in this
work. The lower ionization density behind the front in the classical fluid

model is also the effect of too low electron energies, this time in the streamer
head.
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Abstract. Progress of the work on development of STARK-B database for Stark
broadening parameters of isolated non-hydrogenic lines and of Serbian Virtual
Observatory — SerVO is presented. STARK-B database enters in the Virtual
Atomic and Molecular Data Center — VAMDC.

1. INTRODUCTION

According to the idea formulated at the end of 2000, Virtual
observatories are created to retrieve and analyze astronomical data obtained in
various observatories and cosmic missions. At Belgrade Astronomical
Observatory the work on Serbian Virtual Observatory [1-4]
(http: //www.servo.aob.rs/~darko) started at 2008, after long lasting interest for
organization of our scientific results in databases.

As a first trace in documents we can cite de letter of one of the authors
(MSD) to Mr Del Bigio in UNESCO in Paris, of 4. 11. 1992, asking to obtain
CDS/ISIS software for creation of a database and the corresponding Agreement
signed the same day in UNESCO Headquarters in Paris by MSD and
Giampaolo Del Bigio, Programme Manager, Division of the General
Information Programme of UNESCO. After, at the end of nineties, we created
database BELDATA [5-10] containing Stark broadening parameters, which,
after the changement of management at Observatory in 2002, was transferred in
Paris, where was further developed and named STARK-B [11]. This database
enters also in Virtual Atomic and Molecular Data Center (VAMDC — [12-15]),
an FPy founded project. Project leader is Marie-Lise Dubernet from
Observatoire de Paris and core consortium is made of 15 institutions with 24
scientific groups from France, Serbia, Russia, England, Austria, Italia,
Germany, Sweden and Venezuela.

The participants of AOB (Astronomical Observatory — Belgrade)
VAMDC Node are: Milan S. Dimitrijevi¢, Luka C. Popovi¢, Andjelka
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Kovagevi¢, Darko Jevremovié, Zoran Simi¢, Edi Bon and Nenad Milovanovic.
Recently, in this activity is also included Veljko Vujicic.

In this contribution we discuss the project of Serbian Virtual Observatory
(SerV0), and STARK-B database, their actual state and recent developments.

2, STARK-B DATABASE

The database STARK-B is available on line at the web address
http: /stark-b.obspm.fr/ and is further developing by Laboratoire d’Etude du
Rayonnement et de la matiére en Astrophysique of the Observatoire de Paris-
Meudon (Sylvie Sahal-Bréchot and Nicolas Moreau) and the Astronomical
Observatory of Belgrade (Milan S. Dimitrijevic¢). This database contains Stark
line broadening parameters (widths and shifts) for isolated lines, obtained
within the impact approximation using the semiclassical perturbation approach.
STARK-B is currently developed in Paris, and a mirmror site is under
construction in Belgrade. STARK-B is one of databases of the european FP7
project: Virtual Atomic and Molecular Data Center — VAMDC.
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Figure 1. “Access to data” page of STARK-B.

3. SERBIAN VIRTUAL OBSERVATORY - SerVO

SerVO - Serbian virtual observatory (http:/fwww.servo.aob.rs/~darko)
was founded as the project TR13022 financed by the Ministty of Science and
Technological Development of Republic of Serbia from April 1% 2008 till
December 31" 2010. From the 1% January of 2011, SertVO is financed by the
Ministty of Education and Science of Republic of Serbia through the project
44002 "Astroinformatics and virtual observatories”. Main objectives are to
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publish data obtained by Serbian astronomers as well as to provide astronomers
in Serbia with VO tools for their research.

Serbian Virtual Observatory

SerVo

Funded by Ministry of Education and Science through grants:

= TR13022/2008 "Serblan Virtual Observatory™
« ll44002/2011 "Astroinformatics: Application of IT in Astronomy and Close Fields™

» Archive of photo plates taken at A | in B 1934-1996
« EuroV0 for latest in the Ewopean Virtual Obsenvatory

= IVOA for a info about International Virual Observatory Association

« Related Links to leam more about the groups involved in creating the databases.

Maintained by Darko JevremowiAt. Questions or Comments?

Figure 2. Homepage of Serbian Virtual Observatory.

Now, SerVO has five different collections:

1. Archive of photo-plates from the 1934-1996 period.

2, Link to, and the mirror site in construction of the STARK-B database.

3. Fundamental Catalogues

4. Link to, and the mirror site in construction of the DSED (Dartmouth
Stellar Evolution Database) database.

5. FElectronic editions of the GAS - Group for Astrophysical
Spectroscopy.

Work on SerVO is in progress and we hope to enter soon in IVOA. We
plan also to further develop and improve STARK-B database, and to enlarge
and complete all mentioned collections of SerVO. We also plan to develop
further the Serbian VAMDC node with an aim to become a regional center in
South Eastern Europe
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PLANETARY AND COMETARY
ATMOSPHERES

Laurence Campbell and Michael J. Brunger

ARC Centre for Antimatter-Matter Studies, Flinders University,
GPO Bozx 2100, Adelaide, SA 5000, Australia

Abstract. Sunlight produces photoionization and hence a low-density
plasma in upper planetary atmospheres and in the coma around comets.
Electrons in the solar wind, acccelerated in magnetospheric processes, pro-
duce localised ionisation and thus aurora. In both cases a f ux of secondary
electrons is produced, leading to further ionization, plus dissociation and
excitation, before the electrons recombine with the ions. The excited atoms
and molecules can release energy in radiative decay, or by taking part in
chemical reactions. Hence plasma processes drive energy transfer and the
composition of minor constituents in cometary and planetary atmospheres.

In order to model these processes, it is necessary to know the compo-
sition and temperature of the neutral atmosphere, the electron impact cross
sections for the ionization, dissociation, and excitation processes, recombi-
nation rates and the plasma conditions. The latter are usually characterised
by a differential electron flux spectrum. We describe four computational
studies, of which the aim was to investigate the application of new or up-
dated electron impact excitation cross sections, but that could not proceed
without the assembly of an appropriate model of the plasma:

® Calculations of electron cooling in the atmosphere of Mars, using new
electron impact cross sections for vibrational modes of COs.

® Predictions of infrared radiation from CO in the atmospheres of Mars
and Venus, using new measurements of absolute cross sections for
electron impact vibrational excitation of CO.

® Predictions of fourth positive emissions from comet Hale-Bopp, based
on new measurements of electron impact excitation of the A 'II state
of CO, indicating that a previous study overestimated the abundance
of CO in the comet by 40%.

® Application of new measurements of electron impact excitation of the
higher energy states of molecular oxygen, leading to identif cation of
an intensity ratio that should provide a sensitive indicator for remote
sensing of the atmosphere of Europa.
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Za Slovankou 3, 182 00 Prague 8, CR
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Among the contact methods of plasma diagnostics, the electric probes are the
most reliable diagnostic tools allowing one to measure edge plasma parameters
with sufficiently high temporal and spatial resolution. In non-magnetized, low
density plasmas Langmuir probes (LP) allow local measurements of the plasma
potential, the charged particles density and the electron energy distribution
functions, f(€) (EEDF).

In magnetized plasma, the interpretation of the electron part of current-
voltage (IV) characteristics above the floating potential, U 11 remains till now

problematic - the electron part of the IV characteristics is distorted due to the
influence of the magnetic field. For this reason, in the strongly magnetized
tokamak plasmas the ion saturation branch of the IV and the part around the
floating potential are usually used when retrieving the plasma parameters. This
method only assumes a Maxwellian EDF for the electrons but in fact does not
measure the real one. However, some experimental evidences of non-
Maxwellian distributions in tokamak edge plasmas are confirmed. The
knowledge of the real EEDF is of great importance to understand the underlying
physics of processes occurring at the plasma edge in tokamaks, such as the
formation of transport barriers, plasma—wall interactions, edge plasma
turbulence, etc.

In this work the recently publish first derivative probe method for evaluation
of the electron energy distribution function based on the kinetic theory in non-
local approach is reviewed and results from measurements with vertical
reciprocating probe in tokamak COMPASS, Prague, IPP, CR are presented.
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Data of radial distribution of the plasma potential, EEDF (respectively electron
temperatures and densities are presented and compared with first results from
Thomson scattering.

Experimental results obtained on the COMPASS tokamak by 39 LPs
embedded in the divertor tiles and processed using the first derivative probe
method are also presented.

The results obtained demonstrate that the first derivative probe method uses
electron part of the measured IV probe characteristic allow one to acquire the
main plasma parameters in tokamak edge plasma.

Acknowledgements: This research is in implementation of Work Plan 2012 of
the Association EURATOM/INRNE.BG in collaboration with the Association
EURATOM/IPP.CR, Prague, Czech Republic; JOINT RESEARCH PROJECT
between Institute of Electronics, Bulgarian Academy of Sciences and Institute
of Plasma Physics v.v.i., AS CR, 2011, bilateral Bulgaria-Slovenia contract BI-
BG/11-12-011 and CEEPUS 111, network AT-0063-01-0506 2011, mobility
program.
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Abstract. The ITER tokamak, presently under construction in Cadarache
(France), will be equipped with an extensive set of plasma diagnostics [1,2].
Passive spectroscopy of the hydrogen Balmer lines with a low upper principal
quantum number n (in particular the Ha transition: n = 3 — 2) is presently
considered to measure fluxes of the hydrogen isotopes and to determine the
isotopic proportion of the fuelling gas (N/Np,N,/Np) in the divertor region.
Furthermore, information on the electron density N, will be available through the
analysis of the Stark broadening of high-» lines. Such lines are already observed
in present divertor plasmas in the so-called “detached regime”, e.g. in JET [3]
and Alcator C-Mod [4]. A well-known difficulty that occurs in the interpretation
of an observed spectrum is provided by the non-uniformity of the plasma along
the line-of-sight. In a recent work [5], this issue has been investigated
numerically for plasma conditions relevant to ITER, by using a line shape code
and the transport code B2-EIRENE [6]. The possibility for a line shape-based
diagnostic has been demonstrated, at least for Ha in one typical plasma
background. In this presentation, we report on this result and we extend this
investigation to other lines. The line shape and the plasma models are presented
in details. We examine the possibility for a diagnostic by performing fittings of
simulated spectra to recover plasma parameters from the line shape. Opacity
effects, which are important on the Lyman lines, will also be addressed.
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Abstract. Heat transport in toroidal plasmas is one of the critical issues in
magnetic confinement fusion research. Density and temperature gradients of
high temperature torus plasma cause the drift wave turbulence that enhances the
transport fluxes to a much higher level than that given by a classical estimate
based on binary collisions of particles. Gyrokinetic simulations solving a reduced
kinetic equation for the particle distribution function in a five-dimensional phase
space have been carried out towards quantitative prediction of the turbulent (say,
‘anomalous’) transport.

Confinement field configuration of tokamak devices, such as ITER, is well
approximated by a torus with the toroidal symmetry around the central axis,
while non-axisysmetric helical systems, such as the Large Helical Device
(LHD), have more degrees of freedom for designing the confinement field
structure. It has recently been recognized by novel theoretical and numerical
investigations that improvement of collisionless particle orbits by optimizing the
helical field components contributes not only to reduction of the neoclassical
transport but also to regulation of the plasma turbulence and transport.

Gyrokinetic simulations of LHD plasmas have demonstrated that an ExB
plasma flow with poloidal and toroidal symmetry (which is driven by the
turbulent stress and is known as ‘zonal flows’) is more strongly generated in the
neoclassically optimized confinement field than the non-optimized case. The
enhanced zonal flows suppress the turbulence, and lead to the anomalous
transport regulation.

The recent developments of the gyrokientic simulations of LHD plasmas are
presented in the conference.

Acknowledgments. This work is partly supported by grants-in-aid of the
Ministry of Education, Culture, Sports, Science and Technology (No.
21560861, 22760660, and 24561030), and by the National Institute for Fusion
Science (NIFS) Collaborative Research Program (KNTT006, KNSTO006,
UNTTO002, and KEIN1201). Numerical simulations are carried out by use of the
Plasma Simulator system at NIFS.
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THE STRUCTURE OF Si IV REGION IN Be
STARS; ASTUDY OF Si IV SPECTRAL LINES IN
68 Be STARS
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! Address: University of Athens, Faculty of Physics Department of Astrophysics,
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3 Address: Astronomical Observatory of Belgrade, Volgina 7, 11160 Belgrade,
Serbia
Address: University of Peloponnese, Faculty of Science and Technology,
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Abstract. In this paper, using the GR model, we analyze the UV Si IV
resonance lines in the spectra of 68 Be stars of different spectral subtypes, in
order to detect the structure of Si IV region. We study the presence and
behavior of absorption components and analyze their characteristics. From this
analysis we can calculate the values of a group of physical parameters, such as
the apparent rotational and radial velocities, the random velocities of the
thermal motions of the ions, the Full Width at Half Maximum (FWHM), the
optical depth, as well as the absorbed energy and the column density of the
independent regions of matter which produce the main and the satellites
components of the studied spectral lines. Finally, we present the relations
between these physical parameters and the spectral subtypes of the studied stars
and we give our results about the structure of the Si IV region in their
atmosphere.
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STELLAR POPULATION IN TYPE 2
ACTIVE GALACTIC NUCLEI

Natasa Gavrilovi¢-Bon', Edi Bon!, Philippe Prugniel 2
and Luka C. Popovi¢!

L Astronomical Observatory, Volgina 7, Belgrade, Serbia
2 Observatoire de Lyon, 9 avenue Charles André, Saint-Genis Laval cedex,
F-69561, France Ecole Normale Supérieure de Lyon, Lyon, France
3 Université Lyonl, Villeurbanne, F-69622, France Centre de Recherche
Astronomique de Lyon

Abstract. To analyse simultaneously stellar populations (SPs) in active
galactic nuclei (AGN), AGN featureless continuum and emission lines, we
used ULYSS code, adopted to fit total spectra of an active galaxy. In this
paper we present the investigations of the accuracy, limitations and appli-
cations of the code in a research of stellar populations in narrow emission
line galaxies (type 2). To validate the method, we have simulated several
thousands of line-of-sight integrated spectra of type 2 galaxies. We fitted
simulated spectra with ULYSS and found that code can extract SP and
AGN parameters with a high precision. Additionally, we used the method
to investigate SP and AGN spectral parameters of a sample of type 2 AGNs.
Especially we investigate the properties of stellar population in the first kilo-
parsec.
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THE PROPERTIES OF THE EMISSION
LINES AND THEIR CORRELATIONS IN
SPECTRA OF ACTIVE GALACTIC NUCLEI

Jelena Kovacevi¢! and Luka C. Popovié!

L Astronomical Observatory, Volgina 7, 11060 Belgrade, Serbia

Abstract. Active Galactic Nuclei (AGNs) are the most luminous objects
in the Universe. It is assumed that an AGN consists of a supermassive black
hole in the center, surrounded by accreating gas. In that process, a large
amount of energy is produced, resulting in a very complex spectrum that
shows a number of strong emission lines, which arise in plasma located close
to the supermassive black hole.

Here we analyze the shapes, the flux ratios of the AGN lines, as well
as their shifts and widths, which are signature of the geometry, physical and
kinematical properties of the emission gas. We specially analyzed the optical
Fe II lines, in order to answer on some unexplained questions about their
origin, and mechanism of excitation. Additionally, we investigated some
correlations between line properties which physical background is still not
explained, with focus on Fe II lines, Balmer lines and forbidden [O III] lines
in spectra of AGNs.
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LABORATORY STUDIES O F CHARGING
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ENVIRONMENTS
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Abstract. Dust grains in various astrophysical environments are generally
charged electrostatically by photoelectric emissions with UV/X-ray radiation, as
well as by electron/ion impact. Knowledge of physical and optical properties of
individual dust grains is required for understanding of the physical and
dynamical processes in space environments and the role of dust in formation of
stellar and planetary systems.

In this paper we focus on charging of individual micron/submicron
dust grains by processes that include: (a) UV photoelectric emissions involving
incident photon energies higher than the work function of the material and b)
electron impact, where low energy electrons are scattered or stick to the dust
grains, thereby charging the dust grains negatively, and at sufficiently high
energies the incident electrons penetrate the grain leading to excitation and
emission of electrons referred to as secondary electron emission (SEE).

It is well accepted that the charging properties of individual
micron/submicron size dust grains are expected to be substantially different
from the bulk materials. However, no viable models for calculation of the
charging properties of individual micron size dust grains are available at the
present time. Therefore, the photoelectric yields, and secondary electron
emission yields of micron-size dust grains have to be obtained by experimental
methods. Currently, very limited experimental data are available for charging of
individual micron-size dust grains. Our experimental results, obtained on
individual, micron-size dust grains levitated in an electrodymanic balance
facility (at NASA-MSFC), show that: (1) The measured photoelectric yields are
substantially higher than the bulk values given in the literature and indicate a
particle size dependence with larger particles having order-of-magnitude higher
values than for submicron-size grains; (2) dust charging by low energy electron
impact is a complex process. Also, our measurements indicate that the electron
impact may lead to charging or discharging of dust grains depending upon the
grain size, surface potential, electron energy, electron flux, grain composition,
and configuration (e.g. Abbas et al, 2010).

Laboratory measurements on charging of analogs of the interstellar
dust as well as Apollo 11 dust grains conducted at the NASA-MSFC Dusty
Plasma Lab. are presented here.
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GRAVITO-ACOUSTIC WAVES TRANSMISSION

Gordana Jovanovié

University of Montenegro, Natural-Science Falulty, POB 211, 21000 Podgorica, Montenegro

Abstract. In this paper is discussed the transmission of gravito-acoustic
waves at a horizontal interface separating two isothermal regions of a grav-
itationally stratified non-magnetized plasma.

1.INTRODUCTION

Wave modes propagate in a two region model, solar interior (pho-
tosphere) and solar atmosphere (corona). This regions, assumed quasi-
isothermal and without magnetic field, are separated by a boundary z = 0
where considered gravito-acoustic waves suffer reflection and transmission.
Taking typical values of physical parameters for this simplified two-region
model of the solar photosphere and corona, I analized the conditions for
gravito acoustic waves to cross the boundary z = 0.

2.BASIC EQUATIONS

Standard set of hydrodynamic equations describe the dynamics of
adiabatic processes in a fully ionized hydrogen plasma in presence of gravity
with constant acceleration:

ap
ot

—

a7
P ot

+ V- (pv) =0,

+ pv- VU = =Vp + pg, (1)
0 0

—p+17-Vp:’yB (—p+17’~Vp>.

ot p \ Ot

The unperturbed gas is initially in hydrostatic equilibrium and assumed to
be stepwise isothermal Ty = const, i.e. with constant speed of sound vy in
each of the two regions separated by the boundary z = 0. The basic state
is thus described by:

d .y
Elnpo__’l)_?7 (2)
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with v? = yRTy, v = ¢,/c, being the ratio of specific heats: R = Ry/M
where Ry = 8.31 JK 'mol~! is the universal gas constant and M =
0.5kgmol~! is the mean particle molar mass of the considered e-p plasma.
Eq. (2) now yields the solution for density profile:

po(z) = pooe™ 3)
where H = v2/vg is constant scale height. The basic state quantities
U are subject to small adiabatic perturbations ¥y (z,y, z,t) that are har-
monic in time ¢ and in coordinates x and y, whose amplitudes U sat-
isfy the condition || < |Wo| and depend on the vertical coordinate z:
Uy (2,y, 2,t) = U(K,, K,,Q; z)e/ Kex/Ht Kyy/H=Qtvs[H) Here K, = k,H,
K, = kyH are dimensionless wave-number components and 2 = wH /v, is
dimensionless frequency. Eqs.(1) for such perturbations can be reduced to
a sistem of two coupled ordinary differential equations:

. 1 . (Q-K})

Az  AH™ T gz

dpAl ’U2 dp() ~ 1)2 2 1 ~ 1 “

& (924 5 ) 6. - —n, 4

&= H 42 PO(Z)H2 + 2 &1 ’prl (4)
where f{z = iv1,/Q is z-component of the Lagrangian displacement, p;

is pressure perturbation, po(z) is density distribution given by (3), K, =
\/KZ + K is the horizontal dimensionless wave-number. Eqs.(4) allow the
following solutions for the vertical displacement 512 and the pressure per-
turbation py: X .
512(2) :§IZ<O)ez/2H€szz/H’ (5)
B1(2) = pr (0)e/2H i</ 1 (6)
which can be transformed to a system of equations with constant coefficients
if expressions: &.e */?H and pie*/?" are introduced as new unknowns.
This finally yeld dimensionless dispersion equation:
92(92 — K? — Q?o) (7)
-0,

2 _
K, =

with K, = k,H dimensionless vertical wavenumber, €., = % dimensionless
. —1 . .
acoustic wave cut-off frequency and Qpy = \/(77—2) dimensionless Brunt-

Vaisalada frequency. Eq. (7) is fourth-order in Q and it corresponds to the
gravito-acoustic wave equation known from the literature [1],[2].

3. TRANSMISSION COEFFICIENT

Harmonic wave, which propagates throught regions (1) and (2),
does not change its frequency 2 and horizontal wavevector component K,
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parallel to the boundary z = 0 [3]. Normal wavevector component K, has a
discontinuity at z = 0, where it changes from K,; to K,o according to the
dispersion equation (7). An incident wave with a unit amplitude in region
(1) is partially reflected at the boundary z = 0 with amplitude A, and
partially transmitted into the region (2) with amplitude A;. The solutions
for the displacement fiz, according to equation (5), could be written as:

€1 = el atalim g el < ®)

and R . L
512 = Ate[lLKZTFE]W,Z > 0. (9)

The solutions for pressure perturbation p;, according to equation (6), are:

p1= G(l,l)e[iKZI_%]% + A7~G(1,2)€_[iKZI+%]ﬁ7Z <0 (10)
pAl = AtG(Q,l)e[iKzz_%]%vz > Oa (11)
9P01V;2 v 0
G - : 1—=- ’
L= yr ( 2 Vg
9P01V;2 v, 0
G = L1 - < , 12
G vE—a ( 2"V 1)
G 9oV (17
R 2 sV )’

with dimensionless horizontal phase velocity V;, = /K, and dimensionless
vertical phase velocities V,;; = Q/K.; and Vo = Q/K,5. Parameter s can
be derived from the equality of unperturbed pressures at z = 0:

POLVZ] = Po2Vla- (13)

Here, s = po2/po1 = v2 /v2, = Ty /Ty is constant because photosphere (1)
and corona (2) are assumed isothermal with themperatures 77 = 6 - 10°K
and T, = 10K. Applying continuity of the Lagrangean displacement f{z
and the pressure perturbation p; at the boundary z = 0, the following set
of equations for complex amplitudes A, and A; can be obtained:

At - AT = 1
[G(2,1) — gpo2] At — [G(1,2) — gpo1]Ar = G(1,1) — gpor, (14)
whose solutions are:

_ G,y — G2,1) + glpo2 — poil
G(2,1) - G(1,2) - 9[002 - 001]7

Ay

_ Gay —Gag
Gy — G2y — 9lpo2 — por]’

Ay
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These are general equations for reflection and transmittion amplitudes of
gravito-acoustic waves. For large but finite parameters Q, V},, V,,1 and V9,
gravitational effects becomes important. They are given by a small term «
as a first order correction of the pure acoustic case. Now the transmission
coefficient T' = | A;|? has a form:

AV - 1)

(sVVF=T+sV7 1)

T= ~(1+a). (17)

Q=5

Q=1

Q=08

1.5 $=0.006

Q=0.55

Figure 1. Solid line represents transmission coefficient of the pure acoustic
waves. Gravity has a stronger influence on waves with frequencies near .,
and it reduces value of transmission coefficient 7T". For the frequencies higher
than one gravity influence is weaker and coefficient 7" has the values little
bit smaller than in the pure acoustic case.These waves have a bigger chance
to get from photosphere to corona than waves with frequencies in the range
Qoo < Q< 1.
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A STUDY OF THE C1V BALs IN HiBALQSO
SPECTRA
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Abstract. This paper is the second part of the study of Lyratzi et al. 2011, in
which we calculated the rotational and radial velocities of the clouds that
construct the BLR and the velocities of the random motions of the ions of each
cloud (kinematical parameters) through the UV C IV Broad Absorption Lines
(BALs) in the spectra of 30 Hi BALQSOs. In this paper we calculate some
other physical parameters such as the absorbed energy and the FWHM of the C
IV resonance lines created in BLR clouds.

1. INTRODUCTION

Most of Broad Absorption Line Regions (BALRs) in Quasars present
very complex spectral line profiles because they are not homogenous but consist
of a number of dense regions or ion populations (BLR clouds) that present
different physical parameters (Dietrich et al. 1999; Bottorff and Ferland 2001).
Each of these clouds gives an independent classical absorption line. If these
clouds rotate with large velocities and move radially with small velocities, the
produced lines have large widths and small shifts. As a result, they are blended
among themselves and thus they are not discrete and we have the misimpression
of a spectral line with complex profile (Lyratzi et al. 2007; Danezis et al. 2007).

The reason that these complex profiles cannot be fitted is that the
radiative transfer equation, for a complex atmosphere, is not solved. This means
that it is impossible to extract the values of many important parameters of the
BLR clouds that produce these spectral lines. These are the kinematical
parameters, the optical depth, the column density, the FWHM, the absorbed or
emitted energy etc. Our scientific group solved for the first time the radiative
transfer equation for a very complex atmospherical structure and found the line
function that is able to fit the simple and the complex profile of the absorption
and the emission spectral lines (GR model, Danezis et al. 2006, 2007; Lyratzi et
al. 2009). As a result, we calculated the previously mentioned important
parameters.
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Danezis, et al. (2006), indicated the similarity between the broad
asymmetric line profiles in the spectra of hot emission stars and the BALs and
BELs of broad line QSOs. Using the GR model, our scientific group through
fitting 30 AGN spectra calculated a number of important physical parameters
(such as the ones mentioned before) of the clouds that construct the BLR.

Lyratzi et al. (2011), calculated the kinematical parameters of the UV
C IV Broad Absorption Lines (BALs) in the spectra of 30 Hi BALQSOs. This
poster paper is the second part of the study of Lyratzi et al. (2011). We continue
by using the same data (30 BALQSOs), in order to study the absorbed energy
and the FWHM of the studied spectral lines.

2. DATA AND SPECTRAL ANALYSIS

In order to study the UV CIV resonance lines we apply the GR model
to the spectra of 30 BALQSOs, taken from SDSS Data Release 7. In Figure 1
we give some examples of the fitted spectra. The black line corresponds to the
observed spectra and the grey line corresponds to the theoretical line profiles
given by the GR model. The lower lines present the residuals, i.e., the
differences between the observed spectrum and the theoretical profile. We
studied all the absorption lines that follow the Balnicity Index criteria
(Weymann et al. 1991). Finally, from all these lines we accepted as BALs only
those which follow the rest Balnicity Index criteria. We found that 25 of the 30
quasars of our sample have Broad Absorption Lines.

3. RESULTS AND CONCLUSIONS

Using the GR model, we were able to fit the complex profiles of the
studied CIV lines with 1 to 5 absorption components. For them we calculated
the absorbed energy and the FWHM. The values of these parameters are
presented in Table 1.

The absorption lines which follow the BI criteria satisfy the following
conclusions: (1) the absorbed energies are between 3.51 + 3.38 eV and 7.42 +
3.27 eV; (2) the FWHM lies between 9.80 + 0.61A and 32.58 + 17.17 A. In this
point we have to note that the calculated absorbed energies and the FWHM are
the mean values of the respective components of the resonance lines.

Table 1. Absorbed Energy (eV) and FWHM (A)

Object name  El E2 E3 4 E5  FWl _FW2 _FW3  FW4 _ FWS
(SDSS)

100102590 332 598 1746 15.76 332
+005447.6

100143828  8.71 65.14

-010750.1

100150226  5.90 64.62

+001212.4

J002127.88 533 64.51

+010420.1
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J003551.98 3.90 3.32 8.95
+005726.4

J1004041.39 4.21 51.02

-005537.3

J004118.59 7.79 1.75 27.39 19.16
+001742.4

1004323.43 3.69 5.45 34.19 35.11

-001552.4

1004732.73 4.15 45.47

+002111.3

J005355.15 3.88 3.88 10.21 10.21

-000309.3

J005419.99 4.84 3.86 30.95 22.14
+002727.9

1010241.04 1.75 1.75 4.97 19.15 19.15

-004208.9

J010336.40 5.75 5.58 36.36 17.58
-005508.7

J011227.60 2.73 2.17 5.41 3.65 17.27 13.73 11.13 9.63
-011221.7

J015024.44 5.16 13.04 17.90 21.87
+004432.99

J015048.83 3.93 43.08

+004126.29

J021327.25 2.98 6.09 10.01 11.01
-001446.92

1023908.99 3.02 11.31 24.09 25.87
-002121.42

1025747.75 10.65 25.72
-000502.91

J031828.91 2.10 3.48 16.24 16.71

-001523.17

J102517.58 3.40 26.20

+003422.17

1104109.86 3.95 9.08
+001051.76

J104152.62 2.12 2.12 4.00 12.16 12.16 12.55
-001102.18

1104841.03 1.58 21.47

+000042.81

J110041.20 6.08 9.09 5.65 24.69 25.34 10.65
+003631.98
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Figure 1. Four examples of fitted spectra. Black lines show the observed
spectra and grey lines are the theoretical line profiles given by the GR model.
The lower panels show differences between the observed spectra and the
corresponding theoretical profiles.

REFERENCES

[1] E. Lyratzi, E. Danezis, L. C. Popovic, A. Antoniou. M. S. Dimitrijevic, D.
Stathopoulos, BaltA, 20, 448L (2011)

[2] M. Dietrich, S. J. Wagner, J. — L. Courvoisier, H. Bock, P. North, A&A,
351, 31D (1999)

[3] M. Bottorff, and G. Ferland, AplJ, 549, 118B (2001)

[4] E. Lyratzi, E. Danezis, M. S. Dimitrijevic, L. C. Popovic, D. Nikolaidis, A.
Antoniou, AIPC, 938, 176L (2007)

[5] E. Danezis, A. Antoniou, E. Lyratzi, L. C. Popovic, M. S. Dimitrijevic, D.
Nikolaidis, AIPC, 938, 119D (2007)

[6] E. Danezis, L. C. Popovic, E. Lyratzi, M. S. Dimitrijevic, AIPC, 876,
373D (2006)

[71 E. Lyratzi, L. C. Popovic, E . Danezis, M. S. Dimitrijevic, A. Antoniou,
NewAR, 53, 179L (2009)

[8] R.J. Weymann, S. L. Morris, C. B. Foltz, P. C. Hewett, ApJ, 273, 23W
(1991)

378



26th Summer School and International Symposium on the Physics of Ionized Gases
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Abstract. In this paper, we analyze the amplitude time variation of very low
frequency (VLF) signal being emitted by the DHO transmitter in Germany and
recorded by the AWESOME receiver located in Institute of Physics in Belgrade
at a solar X-flare occurrence on May 5, 2010. Energy released during solar X-
flare events causes transient changes in the ionospheric electron concentration
which further results into a specific time behavior of the recorded radio wave
amplitude. The presented study starts from the fast Fourier transform (FFT) of
such time dependent signal amplitude in search for characteristic frequencies of
eigen-mode oscillations excited in the perturbed ionosphere. We obtain peaks in
the computed oscillation spectrum at frequencies falling within ranges of
ionospheric type Pc1-Pc5 pulsations.

1. INTRODUCTION

The terrestrial atmosphere is under permanent influences of different
origins from outer space. The variations in intensity of their affects perturb the
topology of the magnetosphere and the adjacent ionosphere. The resulting effects
are various types of oscillations with eigen-frequencies typical of physical
properties of the local plasma such as magnetic field and charged particle
concentration. It was shown that modal frequencies can be deduced from spectral
analyses of registered real time variations of VLF radio-wave amplitude [1] and
they can further be utilized as a useful tool for diagnosing the lower ionosphere.
Namely, during propagation between the transmitter and receiver, the waves are
being deflected from the low ionosphere at some reflection height H(n,) that
depends on local time dependent electron concentration 7.(f) which results into
time varying wave trajectory and, consequently, the amplitude and phase of the
registered VLF signal become time dependent too. As a result, study of such
signal time variations can also be used to estimate some parameters [2,3],
relevant to local atomic processes of electron production in the ionosphere at
height H.
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2. RESULTS AND DISCUSSIONS

In what follows, we analyze a particular ionospheric perturbation
caused by a solar X-flare (class C8.8) that erupted at around noon on May 5,
2010. At that time, GOES-15 satellite registered an increase of radiation
intensity in the wavelength range between 0.1 and 0.8 nm as shown in Fig. 1,
the top panel while the bottom panel in Fig. 1 shows the resulting rise in the
VLF signal amplitude A(7) due to the increased electron concentration caused by
the intensified photo-ionization. The considered VLF signal was taken to be the
one emitted from the DHO transmitter in Germany operating at frequency 23.4

kHz.
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Figure 1. Time variation of the radiation intensity registered by the GOES-15
satellite (top panel) and signal amplitude recorded by AWESOME receiver
located in the Institute of Physics in Belgrade.

The time dependence of the observed amplitude A(7) of the signal can
now be Fourier decomposed which yields the oscillation spectrum A7)
according to:

1 0
A e—27rl/TA (1)
27 j[

where 7 is the oscillation period.

The external perturber of the ionosphere, the considered solar X-flare
in our case, thus induces a spectrum of harmonic oscillations with different time
periods T whose amplitude 4(7) is given by Eq. (1). The main aim of this work
is to filter out periods 7=T,, of local maxima for 4(7) which can be attributed
to a discrete set of characteristic eigen-oscillations of the perturbed system.
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Figure 2. Fourier spectra for two time intervals: 1 h before the solar X-flare
occurred at £ =10:45 UT (bottom panel), and 1 h during the perturbation period
(top panel).
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Figure 3. Increase of the Fourier spectra amplitude in the perturbed period
A{T;t>t)) relate to the period of unperturbed ionosphere A H7;t<t)
(r= A{T;t>tp)) AT t<ty)).

According to Fig. 1, the signal amplitude undergoes a sharp rise at
about ¢ = ) = 11:45 UT and the perturbation lasts for about one hour. The
spectral analysis is now applied to two separate time intervals. The first one is
between 10:45 UT and 11:45 UT when the ionosphere is still unperturbed, and
the second one falls between 11:45 and 12:45 UT when the ionosphere is
perturbed by the solar flare radiation. Fig. 2 shows numerical computations of
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Fourier transforms of the signal amplitude A7) versus oscillation period T for
the two time intervals. It is evident that the amplitude A7) grows for periods 7
exceeding 100 s while it remains within the range 10™* — 10 s for smaller 7.

The effect of the perturbation is visualized in Fig. 3 by plotting the
ratio of the Fourier amplitudes for the two time domains:

r o (D) = A (Tt > 1))

A, (T;t<1,) @

As can be seen in Fig. 3, the most pronounced values of » occur for
periods of about 7 = 0.2 s, somewhat smaller are grouped around 7 = 1 s,
T=10s,and 7T=200-600 s.

3. CONCLUSIONS

Table 1. Pulsation classes

Continuous pulsations Irregl}lar
pulsations
Pcl Pc2 Pc3 Pc4 Pc5 Pil Pil

T (s) 0.2-5 5-10 10-45 | 45-150 | 150-600 1-40 40-150
f(mHz) | 200 | 100-200 | 22-100 | 7-22 2-7 25-1000 | 2-25

According to Table 1 which gives classification of typical ionospheric
pulsations, and taking into account Fig. 3, we conclude that the dominant
disturbance caused by the considered solar flare are the class Pcl pulsations in
addition to somewhat less intense Pc2-Pc3 and Pc5 pulsations.
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Abstract. The aim of this work is to draw attention to the processes of
absorption charge-exchange and photo-association in non-symmetric ion-
atom collisions together with the processes of the photo-dissociation as a
factor of influence on the opacity of solar and some DB white dwarfs at-
mospheres in UV and VUV region. In all considered cases the absorption
processes with A = He and B = H are taken into account. In the case of
the solar atmosphere the absorption processes with A = H and B = My,
St and Al are also included in the considerations. On chosen examples
it has been established that the examined processes generate rather wide
molecular absorption bands in the UV and VUV region, which should be
taken into account for the interpretation of data obtained from laboratory
measurements or astrophysical observations.

1.INTRODUCTION

In a series of previous papers the influence of the processes of ra-
diative charge exchange in symmetric H(1s) + H* and He(1s?) + He™t(1s)
collisions and corresponding photo-association/dissociation processes on the
opacity of stelar atmospheres was studied. It was shown that in the hydro-
gen case these processes are important for the atmospheres of the Sun and
of some DA white dwarfs [1], and in the helium case - for the atmospheres of
some DB and DA white dwarfs [1, 2]. The mentioned papers made it clear
that at least symmetric ion-atom radiative collisions play a significant role
in the stellar atmospheres. But the question, whether some non-symmetric
ion-atom radiative processes can also influence the optical characteristics
of the considered stellar atmospheres, is still open. A detailed study of
such non-symmetric processes in connection with the stellar atmospheres
would require a very extensive research, and it remains a task for the fu-
ture. The aim of this article is to point out at least some objects where such
processes could be of interest, and to show the possible ways of describing
their influence. For this purpose it was natural to start from the same DB
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white dwarfs and the solar atmosphere (which were considered in previous
papers, since adequate models exist for them). In the case of DB white
dwarfs we mean models presented in [3], as well as in [4]. The necessary

169 -
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Figure 1. Quiet Sun. Spectral absorption coefficient fnsim (X, T'), for 115
nm< A < 195 nm.

models of the solar atmosphere were described in [5, 6]. A composition of
the mentioned models and the previous results for the ion-atom symmetric
radiative process suggest that, in the considered atmospheres the following
non-symmetric absorption processes have to be taken into account

ex+ABT — AT + B, (1)
ex+ A+ BT — A* + B, (2)
ex+ A+ BT — (AB1)*, (3)

where B is the ground state atom with the ionization potential Iz which
is less than the ionization potential I4 of the atom A, AB* - the corre-
sponding molecular ion. In the general case, apart from these absorption
processes, the corresponding inverse emission processes should also be con-
sidered. However, it can be shown that, under the conditions of plasma
taken from the models mentioned above, the significance of such emission
processes can be neglected in comparison with other relevant emission pro-
cesses. In accordance with models, in the both cases (Sun and DB white
dwarfs) is possible that A = He(1s?) and B = H(1s), and in the case of the
Sun, it is additionally possible that A = H(1s), and that B is the atom of a
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Figure 2. The behavior of the quantity G{";"™ ()) as the function of h for
the Solar atmosphere for 115nm < A < 155nm.

metal. The contribution of the considered non-symmetric ion-atom absorp-
tion processes is described here by the spectral absorption coefficients in the
UV and VUV region as the function of the local temperature T, wavelength
A, and the particle densities.

2.RESULTS AND DISCUSSION

The contribution of the considered non-symmetric ion-atom ab-
sorption processes (1)-(3) to the opacity of the solar atmosphere is de-
scribed here by the spectral absorption coefficient g, gim (A, 7). The be-
havior of Kysim (A, T) for several values of A is illustrated by Fig.1, where
h is the distance of considered layer from the referent one (h=0) in ac-
cordance with [5]. The calculated values of the quantity G\"S"™(\) =
Kiansim (N 1)/ Kiastot (N T), where Kiguoe(A; 1) characterize the total con-
tribution of all ion-atom absorption processes, i.e. symmetric and non-
symmetric (1)-(3), is shown in Fig.2. From this figure one can see that
around the temperature minimum (7" <5000 K, 150 km< h <705 km) the
contribution of non-symmetric processes are dominant in respect to the sym-
metric processes. Such region of the non-symmetric processes domination
is denoted in these figures as the region ”I”. In the case of the DB white
dwarfs atmospheres the results of the calculations of the spectral absorption
coefficients Kiq;nsim(A), as function of Rosseland optical depth 7 for —5.6 <
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Figure 3. The spectral absorption coefficients, as function of Rosseland
optical depth 7 for the DB white dwarf atmosphere model with log g = 8
and Teff = 12000 K.

log 7 < 2.6, are presented in Fig. 3 which relate to the model with log g = 8
and T,ry = 12000 K. The quantity Gg‘:l)()\) = Kiatot(N)/Kiazsim (), where
Kiastot(A\;T) characterize the total contribution of all ion-atom absorption
processes, i.e. symmetric and non-symmetric (1) - (3), is shown in Fig.
4. Our results presented in [7] and here shows that the neglecting of the
contribution of the non-symmetric processes to the opacity of the stellar
atmospheres, in respect to the contribution of symmetric processes would
caused noticeable errors. All mentioned facts suggest that the considered
non-symmetric ion-atom absorption processes should be ab initio included
in the stellar atmospheres models.

From the presented material it follows that the considered non-
symmetric ion-atom absorption processes can not be treated only as one of
the channel among many equal channels of the influence on the opacity of
the stellar atmospheres. Namely, in the case of the solar atmosphere these
nonsymmetric processes so increase the absorption of EM radiation around
the temperature minimum, that this absorption caused by all (symmetric
and non-symmetric) ion-atom absorption processes becomes almost uniform
in the whole solar photosphere. Moreover, the presented results show that
further investigations of these processes promise to demonstrate that they
are so important as the known process of the photo-detachment of ion H-,
which was treated until recently as the absolutely dominant.
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Figure 4. The quantity GUY  for the DB white dwarf atmosphere model

with log g = 8 and Teyy = 1656})0 K.
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STARK EFFECT FOR A CONFINED HYDROGEN
ATOM WITH DEBYE SCREENING POTENTIAL

Lj. Stevanovi¢ and D. Milojevié

Department of Physics, Faculty of Sciences and Mathematics, University of Nis
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Abstract. Effect of the static electric field on energy levels of the hydrogen
atom with Debye potential and confined by impenetrable sphere is consid-
ered. Variations of Stark energy and splitting for lowest s and p states with
the radius of the confining sphere, screening parameter and electric field
strength are discussed.

1. INTRODUCTION

Investigation of the properties of atoms in plasma environment and
under different conditions is of significant interest for astrophysics. These
conditions often imply the high electron density of plasma, high pressure and
temperature and presence of electric or magnetic (or both) fields. In order to
study interaction between the atom and plasma with such parameters, the
model of compressed or confined atom is adopted [1-4]. Here, we study the
influence of the weak static electric field on the hydrogen atom embedded
in plasma. In section 2 of the paper, we give the outline of the theoret-
ical model and numerical Lagrange-mesh method for solving Schrodinger
equation. In section 3 the results and discussion with the conclusions are
presented.

2. MODEL

The non-relativistic Hamiltonian of the hydrogen atom, embedded
in plasma and under the stationary electric field directed along the z axis,
in spherical coordinates is given by

1 1
H = —§A2 - e M 4+ Vo(r) + Frecost . (1)

Here, F' is the electric field strength, potential V. reflects the confinement
by impenetrable sphere of radius 7.
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v ={ o 15 @)
and p is the screening parameter related with temperature and number
density of the plasma (one can simulate different plasma conditions from a
given value of of p). All the quantities in Eq. (1) are given in atomic units
(h=me=le|] =1).

Lagrange-mesh method is a variational method coupled with Gauss
quadrature associated with the mesh. The basis functions f;(z) on interval
[a,b] are Lagrange functions satisfying the cardinality condition

1 .
fZ(CL‘J) = \/—w_iéij y (Z,] = 1, 2, e N) (3)
where x; and w; are the points and weights, appearing in Gauss quadrature
formula

b N
/ o@)de =Y wigle). (4)

The simplicity of the method is that it does not require any explicit evalu-
ation, analytical or numerical, of matrix elements of the potential, but only
the values of this potential at mesh points.

In order to numerically solve Schrodinger equation

Hy(r,0) = E(r,0) (5)
with Hamiltonian (1), it is required two-dimensional basis set with elements
Gij(x,y) = fi(2)g;(y), (6)

where dimensionless coordinates x = r/Rp and y = cosf (0 <z <1, -1 <
y < 1) were introduced. The problem is now reduced to eigenvalue problem
of the Hamiltonian matrix with elements

1
Hijr = To)ir, 01 + 5= (Ty) jy Ok + Vg (2, y) Girje (7)

' Ra?
where 1 d? 1d d m?
=a g Vgt ©®
e—hRow
Viz,y)=— Ror + FRozy . (9)
The functions f; (i = 1, ..., N,) from (6) are Lagrange functions

constructed from shifted Legendre polynomial of order IV, and regularized
through multiplication by (1 — z) in order to deal with singularity at the
origin and to satisfy Dirichlet boundary condition at = 1. The functions g;
(t=1,..., Ny) are given in terms of associated Legendre polynomials (1 —
y?)m/ QP]V"y +m- The matrix elements of the operators in (8) are calculated at
the zeros of corresponding Legendre and associated Legendre polynomials

[5].
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3. RESULTS AND DISCUSSION

The numerical method, described in the pervious section, is used
to calculate the energies of the 1s, 2s, 2p and 3p states for different values
of r., p and F'. Here we report the energies and splitting only for r. = 2
and 8, © = 0.1 and 0.5 and F' < 0.1. Results are generated using the bases
with dimensions N, = 50, N, = 50. Validity of the method was checked
by comparing the computed ground state energy for zero-field case with the
data available in literature [1] and an excellent match was found.

Figure 1 presents the energies of 1s and 2s states as a function
of electric field strength when r. = 2 and p = 0.5. Ground state energy
decreases, and energy of the 2s state increases with increasing field strength.
This is the situation which takes place in unconfined hydrogen atom, also.
Our extended calculations show that changing of the 1s and 2s energies
in opposite directions with increasing electric field is valid for all confining
radii and screening parameters.

0.2832

3723404
02828 - r=2
372338 4 4=05
02824 -

3.72336 4

E(1s)
E(2s)

0.2820

3.72334 4
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3.723324

0.2812 T T T T T T T T
0.00 0.02 0.04 0.06 0.08 0.10 0.00 0.02 0.04 0.06 0.08 0.10

Electric field strength Electric field strength

Figure 1: Energies of 1s and 2s states as a function of electric field strength
at given values of confining radius and screening parameter.

Energy levels with [ # 0 split into a number of sublevels depending
of possible m values (levels with |m| and —|m/| are degenerated). Figure 2
represents the variations in energy splitting of 2p and 3p levels (difference
between the levels with m = 0 and m = £1) with electric field strength for
specific values of confining radius and screening parameter, as labelled in
the figure. Energy splitting of both levels are increasing function in electric
field strength when r. = 2 (left panel in Fig. 2), meaning that levels with
m = 0 are higher than the ones with m = 1. With the larger value of
confining radius 7. = 8, energy splitting of 2p level has negative values and
is decreasing function in F' only when p = 0.1. In other words, 2pg level
is always below 2p; level. Concerning the splitting of 3p level, it has the
negative values at all the field strengths only for 4 = 0.1 and takes the
positive values at stronger fields when p = 0.5.

In conclusion we can summarize the results: 1) 2p splitting is larger
than the one for 3p level since the higher lying 3p level is less affected
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Figure 2: Stark splitting of 2p and 3p levels as a function of electric field
strength at different values of confining radius and screening parameter.

by the field; 2) the absolute value of the splitting is decreasing function
with decreasing 7. since for smaller radii there is a smaller difference in the
potential between the two sides of the confining sphere.
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ATMOSPHERE

Julien Annaloro and Arnaud Bultel

UMR CNRS 6614 CORIA, Université de Rouen,
76801 Saint-Etienne du Rouvray, FRANCE

Abstract. In order to understand the underlying dynamics resulting from the
crossing of the shock front of a molecular mixture in the conditions of a
planetary atmospheric entry, we elaborated a time-dependent Collisional-
Radiative (CR) model. For the moment, this CR model cannot be yet
implemented in an aerodynamic code owing to its complexity. Our approach is
vibrational and electronic specific, which means that vibrational and electronic
states are considered as independent. This CR model can work in the case of
either Earth or Mars planetary atmospheric entries and allows a thorough
examination of the dissociation and excitation mechanisms. As an illustration,
only the case of the air dynamics will be treated in the present communication.

1. INTRODUCTION

During the atmospheric entry of a spacecraft, the hypersonic flow is
converted into a high enthalpy flow through a shockwave: the temperature
reached during this phase induces the dissociation of the molecules and the
ionization of the gas [1]. The gas is therefore converted into plasma. The related
complex chemistry involves a lot of radicals and ionized species. In the case of
an Earth’s atmospheric entry, the species produced are N,, O,, Ar, NO, N, O,
N,", 0,", Ar’, NO', N', O, and e, whereas they are CO,, N,, Ar, O,, NO, CO,
CN, C,, C, N, O, N,", Ar", 0,", NO*, CO", CN", C,", C", N", O, and ¢ in the
case of a Martian atmospheric entry. The behavior of these mixtures is complex
and is now far from being completely understood. In addition, the characteristic
hydrodynamic times scales are short, which prevents a complete relaxation of the
flow: this flow is therefore in thermal and chemical non-equilibrium [2]. In this
context, the chemistry of the flow plays a key role, for example in the radiative
flux transferred to the spacecraft and in the recombination processes taking place
on the fuselage. To avoid any damaging of the vehicle, a thermal protection
system is used. Its sizing and its characteristics depend on the chemistry of the
flow: this chemistry has therefore to be well understood.
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Understanding this complex chemistry is one of the main objectives of the
works reported in this communication. We elaborated a model able to give us
detailed information on the behavior of the mixture in thermodynamic non
equilibrium for different situations. This model is based on the specific treatment
of the balance equation of each species on excited states considered as
independent in a simplified case corresponding to constant pressure and
temperature. Collisional and radiative elementary processes are taken into
account. The state-to-state collisional-radiative (CR) model thus developed can
be used to estimate the chemical characteristic time scales.

2. PHYSICAL MODEL

The species observed in the case of a re-entry in the Earth atmosphere are
in part those observed during a Martian entry, except that no carbonated
compound is encountered. We have therefore elaborated our model in order to
work either in Mars or Earth case. The considered species are listed in Table 1.
Molecules, molecular ions, atoms and atomic ions are involved. The model is
electronic specific and vibrational specific only for the ground electronic state of
neutral molecules except for CO, owing to the weak energy of dissociation and
to the strong dissociation rate coefficients of this molecule.

Table 1. List of the species considered in the present CR model.

Species  States

co, X'y’

N X'z, (v=0-67), AL, BT, WA, B7S,, "5, a'Tl, w'A,, G’A,,
2 C31—Iu’ E32g+

0, XE, (v=0->46),a'A, b'E,, ¢'T,, APA, A’ BYE, 2,

C, X's, " (v=0-36), 2’I1, b’%,, A'TL, ¢’y &I, C'T1,, e’T1, D'%,"
NO XTI (v =0 — 39), a’l1, A’", B’I1, b*%", CI1, D°S', B?A, B’ F?A
Cco X'T"(v=0- 70), a1, 2’3", &°A, &’ A'IL 'S, D'A, b°E7, BIE?
CN X2" (v =0 — 41), AT, B’Z", DIT, E°2F, F°A

N, Xz, AT, BE,, 'y, DI, C°%,°

0, XTI, a'Tl,, AT, b'%,

G’ X's,, 1711, 'I1, 1°%,°, 2711, B*E,, 175,
NO* X'z, %2, bIIL, WA, b2, A°'EY, WA, AT
co* X2z', A1, B2, C?A
CN'  X'z*, a1, A, ¢'2"
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N 40 2pe 2pe,

e, 'D, 'S, ...
C P, D, 'S, ...
Ar 1S, [3/215, [1/2]o, ...

N* p, I, 'S, ...
o 480’ 2Du’ 2Po’
ct Zpe 4p D, ...
Ar’ 2pe 28, 4D, ...

The coupling between these different states is due to the elementary
collisional and radiative processes.

* Collisional processes. Vibrational processes (VV, VT, Ve), excitation,
dissociation, ionization by electron or heavy particle impact, dissociative
recombination, neutral and charge exchange, and excitation transfer are taken
into account,

* Radiative processes. Atomic lines and main molecular systems are accounted
for, with a possible self-absorption governed by escape factors.

The rate coefficient of each backward process is calculated from that of
the forward process using the detailed balance.

3. RESULTS

The general implementation of the CR model in aerodynamics equations
is tricky because the coupling with the energy balance equation requires the
calculation of the temperature-dependent rate coefficient at each step. However,
the entry-induced plasma leads sometimes to the formation of a shock layer
corresponding to a Heaviside-like distribution for the thermodynamic parameters
such as pressure and temperature, therefore density. Behind the shock front, their
values are uniform, which justifies the resolution of the species balance
equations only.

This is the case of the well-known FIRE II flight conditions into the
Earth’s atmosphere, at the altitude z =54 km [3]. Figure 1 illustrates in this case
the behavior of the different species when the cold mixture in the upstream
conditions is suddenly put at p=80000Pa and T = 10000 K. Owing to the
important value of the collision frequency, the mixture is assumed in thermal
equilibrium. The mixture is in chemical non-equilibrium, which is illustrated by
the relaxation of its composition until a steady-state is reached. Since the
(radiative) exchanges play a minor role (self-absorption of the main radiative
systems), equilibrium is obtained at long time, i.e. for t > 70 s in the present
conditions.

One can note the quick formation of N and O due to the dissociation of N,
and O,, which leads to the formation of NO by the Zeldovich processes
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[N2(v) + O > NO(V’) + N and O,(v) + N - NO(v’) + O with a weaker rate]. The
first electrons are produced through associative ionization and electroneutrality is
firstly given by the O, molecules, then by the NO" molecules. Afterwards,
electroneutrality is given by the N' ions owing to the global density ratio
between nitrogen and oxygen. Since no electrons exist at the beginning, only
collisions between heavy particles can produce atoms by dissociation. The
specific vibrational dynamics allows such dissociation. Figure 2 illustrates the
vibrational dynamics of the main molecules N,, O, and NO.

T e e e ) e AL e L e e e

' | I | [
HEAR
Zo0ponzx ®

Popalation density (m)

I
|
r,s

1w0” w*

Tiuse (8)

Figure 1. Population densities of the species behind a shock front for the FIRE 11
flight conditions entering into Earth’s atmosphere (z = 54 km).

. . 1
Population density (m )

w* w" w' 0" 1w’ w* 0
Time (sh

Figure 2. In the conditions of Figure 1, focus on the vibrational distributions of
N,, O, and NO on their ground electronic state. The evolution of some electronic
excited states is also displayed.
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Figure 2 shows that the initial vibrational temperature of N, and O,,
initially small because of the coupling with the upstream conditions, increases.
Indeed, the excited vibrational states population density increase. Then a good
coupling is observed, when the dissociation degree is high. Afterwards, the
global dissociation process continues with a very good vibrational coupling until
the dissociation degree reaches its equilibrium value. Conversely, NO presents a
different behavior. This is due to the absence of NO in the upstream mixture. The
formation of NO on the different vibrational states takes place during their
excitation: the apparent coupling is then very strong and leads to a very high
vibrational temperature.

The dynamics of the excited states cannot be developed there, but it will
be developed during the conference. The study will be also performed in the case
of CO,, N,, Ar mixtures related to Martian entries.

4. CONCLUSION

A time dependent Collisional-Radiative model is elaborated in the
purpose of describing thoroughly the dissociation — ionization of the molecular
mixture involved during the hypersonic entries into Earth or Mars planetary
atmosphere. This model is vibrational and electronic specific: the dissociation of
the main molecules and the particles storage in radiative states is therefore
calculated realistically. This model can also work in recombination situations
such as those observed in boundary layers. During the conference, results related
to these situations will be also illustrated.
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APPLICATION OF LOW TEMPERATURE
PLASMAS FOR THE TREATMENT OF ANCIENT
ARCHAEOLOGICAL OBJECTS
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Abstract. The plasma chemical removal of the corrosion layers from
archaeological artifacts by RF hydrogen low pressure plasma is a relatively new
technique discovered at mid 80’s. Because each object is original with the
unique composition of corrosion layers as well corrosion history the model
corroded samples were used for the presented study. The different duty cycles
were applied to keep low temperature of samples. The second plasma
application in the conservation is deposition of thin layers protecting the objects
from the secondary corrosion. The organosilicone and parylene thin films were
applied.

1. INTRODUCTION

Reduction of corrosion layers using hydrogen plasma is a relatively new
method, which should be wused for conservation and restoration of
archaeological artifacts. The conservation of artifacts represents a serious
problem because of post-corrosion which occurs after excavation [1]. At the
first, Daniels used a glow discharge in hydrogen gas to reduce silver tarnish
back to silver [2]. He used it for Daguerreotype too, and his process was
successful [2]. The method of plasma treatment for metallic artifacts was de-
veloped atthe end of the 20 century at Institute of Inorganic Chemistry,
University of Ziirich. The method was successfully applied to the treatment of
more than 13 000 historical objects from various periods (400 B.C. until
19" Century) and places of excavation [3]. This technology is used mainly for
iron objects, because the optimal conditions for the corrosion removal of other
metals are not known yet [3].

Because each archaeological object is original with the unique
composition of corrosion layers as well corrosion history it is necessary to study
the influence of processes and discharge conditions using the model corroded
samples. Samples of the most frequent ancient metallic materials (iron, bronze,
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copper, brass) were prepared usings anorganic acid vapors (HCI, ammonia) or
by dipping into the acid solution (H,SO,, HNO3) and after that they were stored
in dessicator for 2-4 weeks. The longer time storage was realized in
in polyethylene ziplock bags up to application of plasma.

2. EXPERIMENTAL

The corrosion removal is realized by low pressure RF hydrogen plasma
where different duty cycles are applied to keep low temperature of samples. The
treatment was carried out in a Quartz cylindrical reactor (length 90 cm, i.d.
9.5 cm). Radio-frequency electric field (13.56 MHz) was applied by two
external copper electrodes using automatic matching network and capacitively
coupled RF discharge was generated. The reactive hydrogen particles (atoms,
ions, molecules) were formed in plasma and reacted with the corrosive layer
containing oxygen. This reaction leads to sputtering of corrosion layer and
creates the OH radical, which emitts light in the region of 305-320 nm that is
used as process monitoring quantity [4], example of results is given in Fig. 1.
The data were not recalculated with respect to the discharge on time.

3. RESULTS

Rotational temperatures and integral intensity of OH radicals were deter-
mined from obtained data. The sample temperature was measured by thermo-
couple installed inside the sample volume. Temperature was readed out when
discharge was stopped for5s to eliminate RF field influence on this
measurement. The corroded samples were usually less warm in pulsed mode
than in continuous mode (see at Figure 2). The sample temperature is one of the
critical treatment parameters because elevated temperatures (even over about
120°C depending on material) can initiate the metallographic or composition
changes in objects.
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Figure 1: Relative intensity of OH
radicals (brass, ammonia
atmosphere).
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XRD pattern has shown that the corrosion layer in case of brass corroded
in ammoniac atmosphere was formed by zinc chloride hydroxide (ZnOHCI),
ammonium chloride (NH4Cl) and zinc hydroxyl chloride hydrate
(Zns(OH)sCl,-H,0). The corrosion layer was redish brown with black crystals
on the surface. The same compounds were observed after the plasma treatment,
but their abudance was different and the samples color was brown with white
cover on the surface.

After the plasma chemical corrosion layers removal, the surface is highly
reactive and inclines to secondary oxidation. To prevent this process, it is
necessary to protect the surface with a barrier film preventing the penetration of
oxygen a humudity (as well as the other corrosion agents) to the surface.

We tested possibilities of the archaeological artefacts model samples
protection by a thin film deposition of SiO, and Parylene (poly-para-xylylene)
thin films. Parylene coatings are chemically inert, conformal and transparent
with excellent barrier properties [5] but relatively small adhesion. These all
properties determine parylene to be a perfect material for protection of
archaeological artefacts. Parylene coatings are prepared by the standard
chemical vapor deposition (CVD) method [6]. SiO,-like high density films were
prepared by PECVD in a low pressure reactor with capacitively coupled plasma
discharge (13.56 MHz). Mixture of Hexamethyldisiloxane with oxygen was
used as a precursor of plasmachemical reactions.

The coatings were characterized by various methods in order to obtain
information about their thickness (ellipsometry), chemical structure (FTIR) and
elemental composition (XPS), surface morphology (LCSM, SEM) and barrier
properties (OTR) - examples of results see in Figs. 3 and 4. To verify
applicability of our prepared thin protective layers, the standard corrosion tests
were performed. Example of such test is shown in Fig. 5 where standard
protected brass samples (protected by Paraloid B44 varnish) and parylene
coated samples were exposed in salt chamber according to the ISO 9227 norm.
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Figure 3: Content of Si-O and Si-CH;  Figure 4: Oxygen transmission rate
in dependence on oxygen content in  on SiOy thin films (substrate has value
HMDSO-0, reacting gas mixture. of about 600).

Pd3



26th Summer School and International Symposium on the Physics of Ionized Gases

=} D;f_.a b

Figure 5 Comparison of classically protected brass samples (left) and parylene
coated samples (right) before (a) and after (b) 300 hours test in salt chamber.

4. CONCLUSION

The presented contribution clearly demonstrated the applicability of
pulsed RF hydrogen plasma for the removal of surface corrosion from ancient
archaeological objects. The decrease of the mean applied energy led to the
significant decrease of the samples temperature, on the other hand the plasma
process was nearly the same effective at all cases. This result is very important
mainly for the treatment of temperature sensitive objects made from bronze or
for objects with broken structure (neerly fully corroded objects). The
application of both SiOy and parylene thin films showed very good barriere
properties in contrary with classical conservation procedure. The possibility to
protect more objects at the same time is the main advantage of their application
but their removal must be studied because all protecting procedures must be
reversible.
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NITROGEN: INFLUENCE OF PRESSURE AND
ELECTRODE GAP VARIATION

Nikola Skoro', Sasa Gocié¢?, Dragana Mari¢' and Zoran Lj. Petrovié®

! Institute of Physics, University of Belgrade, Pregrevica 118,
11080 Belgrade, Serbia
? Department of Physics, University of Ni§, P.O.Box 224, 18001 Nis, Serbia

Abstract. Paschen curves in nitrogen have been measured in a discharge
chamber with parallel-plate copper electrodes. Measurements of breakdown
voltage were done in two ways: (i) by fixing the electrode gap and varying the
pressure and (ii) by keeping the pressure constant while changing electrode
distance. Electrical measurements were supported by recording of axial
discharge profiles, to verify the regime of discharge after the breakdown.
Obtained results provided information on possible processes responsible for
discrepancies in breakdown voltages at low and high pd values.

1. INTRODUCTION

Breakdown is the fundamental process for all types of artificially
produced plasmas and it has been investigated since very beginning of plasma
research [1]. Studies of breakdown are important both for laboratory discharges
[2,3] and applications [4] Low pressure DC breakdown in nitrogen has been
studied by many authors [5,6]. The main point of the present contribution is to
illustrate deviations from the standard shape of Paschen curves by using
breakdown measurements performed in nitrogen. Influence of diffusion losses to
the scaling of Paschen curves at different electrode gaps has already been studied
in [6]. In this paper, we will discuss additional factors that can influence the
breakdown results, such as long path breakdown and effective path of the
discharge.

2. EXPERIMENTAL SETUP

We studied DC breakdown in nitrogen, in parallel-plate electrode
system. Both electrodes were cylinders made of copper, with the diameter of
flat polished bases of D =2.2 cm positioned against each other and placed in a
glass tube with the connection to a vacuum system. Distance between electrodes
could be changed. The discharge tube was pumped down to a low pressure and
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filled with research grade nitrogen at a desired pressure. During measurements,
very small flow was kept in a system in order to remove impurities. Details
about electrical circuit are described elsewhere [7-8].

In order to obtain breakdown voltages, the discharge was ignited in
low-current regime and then by continuously changing operating voltage, the
lowest possible current was reached. Breakdown voltage is then determined by
extrapolation of discharge voltage to zero current. In this way, long breakdown
time delays were avoided as well as overvoltage. For the lowest possible
currents (~ 1 gA), 2D side-on profiles of emission integrated in visual spectra
were recorded by an ICCD camera.

3. RESULTS AND DISCUSSION

In Fig. 1 two Paschen curves measured in N, are shown. One curve is
obtained by varying the pressure at fixed electrode gap (squares), while another
is recorded with changing electrode gap at the constant pressure (circles).
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Figure 1. Paschen curves in low-pressure N, obtained at: (i) fixed electrode gap
(d = 5 mm) — squares and (if) at constant pressure (p = 2 Torr) — circles. Dashed
lines mark values of reduced electric field at characteristic points. Solid lines at
selected pd values correspond to images in Fig. 2.

Curves agree well around the minimum voltage of 300V at
pd=0.8 Torrcm. In this case, for both measurement approaches used, since
pressure and electrode gap are similar, the agreement is expected.
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pd = 0.2 Torrem pd =2.2 Torrcm
p=0.4Torr p=4.4Torr
900

d=5mm
0
d=lmm
27000 2300
p=2Torr M

0

Figure 2. 2D profiles of low-current N, discharge recorded at pd = 0.2 Torrcm
and pd = 2.2 Torrcm (columns). Profiles in upper row are obtained for fixed d,
in lower row for fixed p. Dashed lines enclose discharge volume. The cathode is
on the left hand side.

However, in the left hand branch of the curve, around pd = 0.2 Torrcm,
large discrepancy in breakdown voltages is evident. Fixed-pressure Paschen
curve exhibits a plateau to the left from the minimum. The profile in Fig. 2
reveals that in this case (p = 2 Torrcm; d = 1 mm) the discharge is running in a
small space between electrodes’ outer sides and the glass wall. The long-path
breakdown effectively extends electrode distance allowing the discharge to
breakdown at lower voltages [8]. On the other hand, at the same pd, for the
fixed-gap case (p = 0.4 Torr; d = 5 mm), the discharge remains inside the
volume between electrodes. Apparently, even though pd is the same in those
two cases, higher pressure is more favorable for the long-path breakdown to
occur. In this case, mean free path of electrons is small enough for electrons to
perform collisions in narrow gaps between electrode sides and surrounding
glass wall [8].

In the right hand branch of the curve, breakdown voltages for the
fixed-pressure case are somewhat higher than those for the fixed-gap case. One
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of the possible causes could be increased diffusion losses at larger gap/diameter
ratios, which would require higher voltage to breakdown [6]. Another possible
cause becomes obvious from images of discharge at high and low pressures for
d=5 mm. These profiles reveal that electrodes were not ideally parallel, as at
lower pd-s axis of the discharge is shifted towards lower part of the discharge
volume (larger effective gap), while at higher pd-s it is shifted towards upper
part of the volume (shorter effective gap) [8]. Differences in Paschen curves at
high pd-s would correspond to 0.5 mm shorter effective gap due non-parallel
electrodes. It is most likely that both of the stated effects contribute to observed
discrepancies in results.

To summarize, we have illustrated some of the issues that can
influence the results of breakdown measurements. Results emphasize
importance of simultaneous measurements of breakdown potentials and spatial
structure of the discharge. Without clear connection between electrical
properties and spatial emission distributions, results can lead to
misinterpretations. In some cases, it is possible to avoid stated problems, e.g.
diffusion losses at lateral walls can be reduced by increasing electrode diameter,
to keep gap/diameter ratio small. However, it is difficult to avoid long path
breakdown at high pressures (short mean free paths), even with tight fitting
walls [8].
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